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PREFACE

This work is a detailed empirical examination of
Professor Patrick Suppes’ ideas about the syntax and
semantics of natural language. Readers familiar with his
work will recognize the debt that I owe to Professor
Suppes.

Several pérsons deserve special mention. The
members ©f my committee: Julius Moravcsik, John McCarthy,
and Dov Gabbay; for collecting the ERICA corpus! Arlene
Moskowitez for his superb underst: \ding of computer
sciences David Levine; for their assistance in
statistics: Mario Zanotti and Charles Dunbar; for
editing: Dianne Kanerva and Florence Yager; for reading
the complete text: Edward Bolton; for the most detailed
and patient assistance I received: my wife, Nancy Smith,

I would also 1like to thank the following good
people for their assistance at many points and in many
different ways: B;§hara"nnder-on, Naomi Baron, Marnie
Beard, Lee Blaine, ex Cannara, Phyllis Cole, Clark Crane,
Kathleen Doyle, Dexter Fletcher, Jamesine Friend, Betsy
Gammon, Adele Goldberg, Pentti Kanerva, Joanne Leslie,
Buddy Mancha, Lillian O’Toole, Ron Roberts, Marguerite
Shaw, Rainer Schulz, Steve Weyer, Robert Winn.

The entire dissertaticn was done on the IMSSS

PDP-10 and the Stanford AI PDP-10, moscly at IMSSS. As a

result, the format is somewhat different from dissertations
typed on a conventional typewriter. Linear notation is
used throughout. Exponentiation is indicated by the symbol
‘“* as in

X 2

/Kthch is read “x squaro'. References to footnotes occur on
" the 1line, rather than above, as is customary. In some

chapters (especially 6), the format is a bit unusual.
These inconveniences are, I believe, offset by the fact
that performing this research and reporting on it in any
detail is almost impossible without the computer. .
et '
Partial support for the research presented in this
dissertation was supplied Dby the National Science
Foundation under grant NSF-GJ443X.
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CHAPTER 1 ~- INTRODUCTION

I. THE EXPERIMENT

My purpose in this work is to add weight to the
proposai that modol-theoiotic semantics of the type first
proposed by Tarski (1) is a uaotul‘tool for understanding
the semaptics of natural languages. This approach has béen

considersd in very sophisticated ways (2); but it is seldom
y .

that a djscussion of model-theoretic semantics has contgfod '

around a corpus of spoken or writtan English actually
gathered under empirically sound conditions (3)e

My first aim is to léy out such an experiment, I
have completed the editing of a series of recordings
between a 32-month-01d child (Erica by /qamc) and several
adults. An extep&ed description of th%s corpus is yiven in
Chapter 2. To. manage this corpus, which runs several

hundred pages, I have transcribed the text onto the PDP-1C

(1) Alfred Tagski, “Tfhe Concept of Truth in
Formalized Languages , in Logic, Semantics, aad

Msetamathamatic¢g, London, 1955. )

(2) See, for example, the series ofk papers by
Richard Montague, some of which are 1listed in the
Bibliography to this work. N

L 4

(3) See, for example, the articles by Patfick
Suppes and Elizabeth Gammon listed in the Bibliography of
this work,




timesharing system at the Computer Based Laboratory of the
Institute for Mathematical Studies in th: Social 8ciencei,
and I have written a number of programs to assist in the

“

.analysis. .

The use of the cemputer is an esseantial part of

this work. In the beginning, the computer waa used solaly
as a bookkeeper for tha datail I could not managye alone,
but as the analysis progressed the computer played a

conceptually more important role,

Il. BACKGROUND -- PREVIOUS WORK
Set-thaeoratical s3emantics is a standard way o.
discussing the meaning of tne formal languagis of
ma;hématical logie. The standari body of results known as
model-theory leaves 1little doubt as to the power of this
mathod, whereby such histotically_ important concepts as
entailment, inference, truth, tense, and modality are
opaned to scientific examination in a compreneinsive way.
The major problem of relating these results to the
quegtions surrounding the semantics of natural langu;ées
involves the characterization of the syntax of natural

language in a way that relates it to the proposed

semantics.

=




A. ENGLISH AS A FORMAL LANGUAGE —- MONTAGUE

Let me briefly review here the important work oOf
Professor Richard Montague in connection with the semantics
of natural languages (4). Montague bases his syntax ot

English on the notion of grammatical category in a system

_similar to the categorial grammars of Polish logicians of

the 1930°s (5). The semantics is then based on a tensed
intensional logic--~an artificial language dasigned‘for the
perspicacity of 1its semantics. Montague gives i;veral
examples of English Qantoncen, shows their translations
into his artificial language, and discusses the semantic
results as related to problems of intension, modality, and
quantification,

Montague raises an important issue with his
treatment of .ambiguity. He remarks that a sentence can
have two or more different semantic interpretations, and
that these interpretations can correspound to alternative
informal analyses. Several sentences are offered that have
different semantic interpretations corresponding to ge

dicto and de re modalities, An example of this -kind oOf

N *

(4) specifically I will discuss the article:
Richard Montague, "The Proper Treatmént of Quantification
in Ordinary Englilh forthcoming in jpproacnes to Natural
Language, J. Hintikka, Je Moravcsik, and P. Suppes,
(editors), Dordrecht, Holland.

(5) Montague cites K. AJjudukiewicz, Jezyki
Poznanie, Warsaw, 1960, as a source for nis work.

10




modal ambiguity is the sentencet

John seeks a unicorn.

Implicit in his remarks is the idea tnat _ competing
philosophical views can be formally represented by
alternative semantical interpretaricns.

More directly relevant to my work, several of
Montague’s sentences involve ambiguiﬁies rosultiné from

\ )
other capaes than modality. He notes that the sentence:

*) A woman loves every man,

can have two meanings, and follows through by showing that

his semantics yields both of the following interpratatinns,
‘ - !

here symbolized in my own notatton, R

1) (7 x) (WOMAN(x) A

( Vy) (MAN(y) => LOVE(x,y)) ]

2) (Vy)MAN(Y) =>

(x) (WOMAN(x) A LOVE(x,y)) ] .
Montague does not reject alternative semantcic

interpretations as being spurious. Unfortunately, 71§ has
no theory for handling them either.
B, PROBABILfSTIC GRAMMARS -- SUPPES AND GAMMON
My work is closely related tolihe work of Protressor

Patrick Suppes and his student Dr. Elizabeth Gammon, so I

11
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will discuss thoir contridutions briefly nere, and in more
detail in the lator chapters.

In "Probabilistic Grammars for Natural Languages
i(6). Suppes assigns probabilities to the pspduc;}on rules
of a phrase~structure grammar, and sugge;ta that such
grammars b& used 1in doacribing the main features of a
corpus oOf languago--proferably a corpus ‘recorded from

actual speakers. Suppes explains:

The probabilistic program ... 4iS meant to be
supplementary rather than competitive with
fraditional investigations of grammatical
structure. The large and subtle linguis\ic
literature on important features of natural
language syntax constitutes an important and
'pormanent body of material. ... One oObjective of
a probabilistic grammar is to account for a hiyh
percentage of a corpus with a relatively simple
grammar and to isolate the deviant cases that need
additional analysis and explanation. At the
present time, the main tendency in linguistics is
to look at the 'deviant cases and and not to
concentrate on a quantitative account 9f that parc Y
of a corpus that can be :.analyzed in relatively
simple terms. (7) h ‘

\

Two important motives for Suppes’ use ot

(6) Patrick Suppes, “Probabilistic Grammars for
Natural LanQEAges , Technical Report No, 154, Institute
for vathematical Studies in the Social Sciences, Stanford,
California.

— - G w— . [+

(7) [suppes=-1], pp.  4-5.
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probabilistic grammars are 1) determination of the central
(syntactic) tendencies, and 2) 1isolation of (syntactic)
prablems for further study. ‘These motives are aico central
in my work, but with semantics as the primary goal, As an
2xample of ihe application of a p 1 .. stic grammar,

Suppes demonstrates the use of probabilistic grammars 1n

“the prediction of utterance length (8).

Suppes uses the noun-phrases from the ADAMLY coipus
of Roger Brown for the construction of Probabilistic
grammars (9). However, the ADAM-1 corpus is not
sufficiently large or protracted for this kind of work.

Dr.’ Elizabeth Gammon cpntin;es the ;tudy of
probabilistig grammars in' a later paper (10} concernin, <u-
language of basal readers; Tne éhrua: of Gammon’s wWOrs  4¥
the analysis of {instructional materials; however, I nave
benefitéd from looking at the technijues she uses 1ol
classifying words 1Ato lexical categofies and consatructing

grammars. Gammon also uses categorial grammars (similar to

. {(8) Patrick Suppes, ﬁ"Semantics of Context~rre=
Fragments of Natural Languages , Technical Report No. 171,
IMSSS, Stanford, Californial. See aspecially pp. 2o-.28,

(9) see [suppes-1] and [Suppes-2].

10) Flizabeth Macken Gammon, A Syntactic Analysis
of Some. ¥irst-Grade Readers , Technical keport No. 155,
Institute for Mathematical Studies in the Social Sci-ncuy,
Stanford Universityl. \
. L R
¢ i )
:,, - .
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Monta?ue's syntax), so it 1s 1interesting to ;8 the
- alative merits of generative grammars and Ccategorial
. ;mmars. Context—-free grammars ‘have the advantage of
being closer to current notation in linguistics; more
desply, context-free grammars allow the use /bf more
parameters than the usual- categorial Jrammars, 8o I
consider 6n1y the use of context-free grammars.)
Neither Suppes nor Gammon considers in aay detail
the problem of classifying woris as to grammatical type,
although both of tnem assume that this is done prior to the
7lnalysis. (Editors made the classificatioas for‘ADAM—1 ana
for Gammon's basal readers.) Montague considers only a Law
words (‘walks’, loves’,’ninety’, ‘temperature’) and is not
éoucerned with any empirical proolems. I think chat an
empirical theory such as mine must ;qnsider the problem of
dealing with several thousand words in a convenient way,
paréicul'*ly for éonputer implementation. idence, 1 nave
used a diFtionary to provide information about the
grammaticai functions that words caa perform. |
C. SEMANTICS OF CONTEXT-FRE: LANGUAGES -- SUPPES

Iq/his more recent work (11) Suppes nas become
primarilx/ concerned with semantics. In "semantics of
Context-Free Fragments of Natural Languages™, Suppes gives

a context-free grammar for the noun-phrases in ADAM=-1, and

- DD = ap A o

(11) patrick Suppes, "Sqmantits of Context-free
Fragments of Natural Languages, Technical keport »o. 171,
IMSSS. /

14




defines semantic functions on the rules of that grammar.
Suppes emphasizes the use of simple semantic functions in
as many cases as possible, attempting to isolate remaining
difficulties.

In the main, I have used Suppes’ formulations for
semantics rather than Montague’s. (See Cnapter 5 for my
formulation.) Suppes bases his semantics on a context-frae
grammar and does not translate his English syntax iato sgmé
artifical language prior to semantic analysis, Thase are
advantages to his approach, I believe. ‘ '

In considering alternative semantical functions for
certain constructions, (mainly the "double noun”
construction as in the pnrases °‘Daddy suitcasza’ .and ‘Baby
Ursula’), Suppes also allows alternative semaatic
interpretations. Unfortunagely, these alternative semantic\
interpretations do not in Suppes’ system nacessarily rest"
on altarnative syntactic ropresontitions (or 'troea"),~ as
was the case in Montague’s work.

There are two main problems involved here. First,
it 4is my belief that syntax and loiantics correspond very -
closely, so I would praefer to have a different syntactic
structure to represent each semantic interpretation. In
addition, any help that a proﬁabif&stlc grammar may have in
selacting between alternative l;nantic 1nterp}etations is

obscured by having two Or more semantic 4interpraetations

-




arise from one syntactic representation.

ITI. THE APPROACH TO THE DATA

In the context of previous work, the purpose of my
work is to supply a detailed examination Oof a largye 7orpus
of data using mainly the methods of Professor Suppes, and

to extend those methods where possible. In the case of

Suppes’ work on ADAM-1, the size of the corpus and the agye
of the child required Suppes to confine his analysis, in
'the main, to the noun-phrase fragment of ADAM~1. With the
larger ERICA corpus,- I have written a more conpleta
utterance grammar and semantics. The size of the ERICA
corpus (over 9,000 child utterances) has made this a larys
task of computation and data manipulacion.
wnile Montague’s work is not addressed to aay
empirical problems, nevertheless I baliave that theoretical
, work similar to his can benefit from empicical work in two !
\J' ways. First, there is a tendency in theoretical work to oe;
contined\to one’s own small sample ;og sentences, and aj
danger of error Aif the only cris&rion of success is thj
force, largely psychological, of a\’fyew competing example
and counteroxamplis. Second, there 4is the chance thaL\

theoretically interesting examples may abound in empiric#l

data. An example of this kind, I believ:, is the beginning

! r
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of an extansion of the theory of definite descriptions that
I have given 1in Chapter 5, based on the uses Of tne word
‘the’ 1in ERICA.

Theories of languaje have been labeled as being
competence or perforuance theorizs, Admitting this
terminology, my work is decidedly in the performance camp,
although not with any hostility., 1Ia fact the two kinds of
research are both 1536rtant. I call the basic approach of
this work conputer-performaacs . By this I msan that I aa
trying to describe linguistic behavior with a ctheory tnat
is 1largely implementable on a computer. I am not really
arquing the relative computational abilities o the
Computer and the human mind, or the nature.of intelligence
and how to develop it artificially. Rather, I am usin, the
Computer as a tool for formulating and testiaj a theory in

an exact way.
IV, TOWARDS A COMPUTER=PERFORMANCE TAECRY OF AMsIGUL Y

I am trying to develoy a metnodolog& for
linguistics research that will allow tae comparison of
conflicting philosophical/linguistic viaws in a
scientifically acceptable way, building o1 the results in
these aresas, and btih;inq them 4intn focus arouand a

performanc-: theory.,  Because cf the pervasiveness of



\
ambiguity in any theory of language, I nave devoted a good

part of this work to consideriuj how to nandle ambiguity.

I identify and distinguish several kinds oI
ambiguity in ERICA (as I refar to the corpus), which are:

1) L@xical ambiquity: ambiguity dJue to multiple
entries in the dictionary (Chapters 2 and 4).

2) Grammatical ambiguity: ambiguity present
syntactically in a grammar/(Chapt;rs 3 and 4).

3) Semantic gmg;ggigg: two (or more) “meafings”

for an utterance (Cnhapter 6).

I believe that many problems of the/ semantics of
natural languages can be characterized as probdlems of
ambiguity. I think that each utteraance in English has only
a small number of plausible” semantic iaterpretations.
The alternative {8, I leigVQ, to adjulje the numaan
language processing facility as arbitrarily complax and
inherently anomalous.

My‘analysis of the "plausible' is in rorabilistic
terms. Givan the syntax provided by cne procabiliistic
grammar, the obvious extz2nsion is to let the oroovability of
a semantic interpretation be the probavbility of the
syntactic structure(s) associated with that interpretation.
(Iwo or more syntactic represantations of a seuLcha day

have the same semantic interpretation, I believe.)

18
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The wuse of the proocabrlistic grawmar 1a
dpsambiguating provides an interesting anack un  une
relation of the syntax to tne semai:tics. Ve can ask, {or »

syntactic construction that has alternativ:s s2mantic

\representattons, if the probabilities associated with those

;1nterpretations correspond tc our iantuitions about the
;utteranCes in the corpus using the cConstruction.

I use probabilistle grasaars te disambiguacs in two
JayS. First, there 1s :n RICA a\\;eznain ancunt of
ambigjuity dus to the dicttucary {lexical ;Nbiguity). fnls
kind of amdbiguity 18 otten ocily ajparent and vhould v
dismissed wiihout rurth;r son=ideration. o Gnagcer 4 1
discuss gseveral wavs to TLIOVE nmde laxioal aablavily, T
most intuitively 2atisfactory meuhiod 15 o akccgt e
alternative with tae tigansce probahility. Szcondly, i a
more détailed discussica iy Cnapter o, I discuss the
grammatical arbiguity (amiiguity due tO the jramwaz ratnex
than the dictionary) remaining in ERZCA arter aill iexical
ambiguity has besn romovad, and I conduct & careiud
examinatioﬂ of the\success af prdbabilistic disambiguation

\

on thesgse cases.
Strictliy tnéarpreteﬂ, these rosuits rndis-Le alxao

succeas, However, what they indicate tc me are the sany

ways in which the dictionary and the grammar <can o2

improved, and tney suggast what features are causing tne

10

%l



ma jor difficulties.
V. METhHODOLOGY AND ASSUMPTIONS

Let me summarize the basis of this work by 1listing
what I attempted to do as METHODCLOGY and the
justifications as ASSUMPTIONS.‘

A. METHODOLOGY

1) Tne data base (Erica’s memory, semantic
information) 13 characterized as a set-tneoreticai
stracture (Chapter 5). The lexicon greatly simplifies the
kinde of things 4in this structure by classin, words as
nouns, verbs, and so on.

2) The syntax of the child’s speech is generated by
a context-free grammar, -esigned to remove most lexical
ambiguities by rejecting most alternative interpretations.
Remaining interpretations should represent genulne
ambiguities. Further ambiguity is haraled by tne
probabilistic nature of tne grammar (wnich selects the
"most likely" interpretation as a first approximation).

3) The meaning of an utterance is8 computed by

”

aet-theoretic functions 4into the ‘objects’ 4in the data

1

basge. /

8. ASSUM%TIONS

1) The "deep structure’ of the semantics likely




.corresponds to the surface structure of the syntax, at

least more than supposed.

2) The uﬂdorstanding of natural language is a
phenomenon open to our underscanding to the point that we
can simulate it on a computing machine of reasonaple size.'

3) Mush lanqufge processing is done in a
syntactical way (albeit in a way that corresponds to the
“semantics.) Certain semi-automatic linguistic reflexes are

learned 1in such a way that the full power Oof tne semantic

machirary is not needed.

4) One need . not be concerned that obvious

simplifications in the analysis (such as my handling of

Juantifiers, verbs, adverbs) will so yrossly misrepresent

the problem that the whole enterprise is valueleas. 1nis

13 more than an article of faith in tnat it corresponds to
my feeling that speakers commonly simplify the semantic
structure of concépts in many oruinary contexts.
Quantitiérg‘ tend to look 1like simple adjectives, modal

concepts such as ‘necessity’ are assumed to be transparent,

and verbs look like simple 1-place predicates.

Vi. CONCLUSIONS

I make the following conclusions from the work

reported here. Tnese results are readily classed iato




‘empirical’ and ‘conceptual’ issues.,

A. EMPIRICAL ISSUES

1) A reasonable probabilistic grammar for ERICA can
be coastructed, My grammar GE1 recognizes 77 percent of
the ERICA corpus, removes most of tne lexical ambiguity
preseat 4n the corpus, and introduces very little
grammatical ambiguity. (Cnapters 4 and 6) N

2) Further, the grammar GE1 can be used to complete
the process of lexical disambiguation in an 1mpress;#e way
by selecting the most likely laxical alternativa. Tnis
method 1is apparently better than the othar moaels ot
lexical disambiguation that I suggest. (Cnapter 4)

3) Semantically, the grammar functions reasonaoly
well, vany rules are oObviously correcct. Many of the
remaining problems can be ascribed to the need for a
dictionary that more completely describes the algernative
uses Of words in the corpus, and to subtler crules. ' (In
this first pass of tﬁe data, I simply uséd a dictionary and
grammar constructed mostly a priori.) (Cnapters 5> and 6)

B. CONCEPTUAL ISSUES

1) There is a need, philosophically, to study tne
performance side of linguistic concepts by looxxn; at
corpora of data. (See for exampl~ the discussion of the

word ‘the’ in Chapter 5.)

2) There is a relation between the syntax of tne
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formal languages of mathematical logic and generative
grammars. This relationship provides a practicai aad
conceptual basis for the set-thsoretical semantics of
context-free languages. (Chapter 5)

_ 3) There is a tradeoff between symbols that dJenote
objects and symbols that call wupon functions. [Inis
tradeoff has implications, I believe, both to certain
philosophical disputations and to computer—based semantic
systems. (Chapter 5)

4) A useful part of a theory qt set-theoretical
semantics can be the inclusion of one or more coatextyal
parameters, indicating sets of objects curreatly. under
consideration in the conversation.

*5) An extended theory of definite descriptions can
be made, using contextual parameters, that accounts ror the
classical theory as well as the other observed uses of tne
word ‘the’.

6) The notion of propbability can play a key role in
the construction of a semantics., This can oe effacted by
probab;listic grammars,
| 7) Simple set-theoretical functions ava often
successful in describing the FRICA semantics. I nave no
single measure of correctness, but rather a detailed

examination of the syntax rules -and their associated

semantic functions.




CHAPTER 2 -~ THE ERICA CORPUS

I. THE SELECTION OF A CORPUS

Erica is a little girl. Arlene Moskowitz of
Berkeley collectad recordings of Erica talking to adults,
usually to Arlene herself or to Erica’s mother, but
occasionally to Erica’s father. At the beginning of the
recording in 1969 Erica was 31 months oli, aad she was 33
months old at the end. (Erica was born on July 24, 1336.
Unfortunately, the dates of all the recordings are noc
available.) The tapes w:re made in ner family’s apartm=nt,
where the surroundings wers familiar to Erica. An afrforc
wag made to ﬁave normal conversation, and tae impra3sion
from the transcriptions is that tne awarsness of th:
recording equipment was forgottean after tne fourta or fifth
tape. Most of the recordings were of a ona-nour 8session,
but some extend#d over several days, a few minutes each
day. Miss Mookq%ltz began the editing but did not iinish,
so I cannotivoécﬁ for the authanticity of the aata, except
to say that I ﬁavg tried to edit the text myself, and tnat
I alone am responclgle for any effect that remaining errors
may have on my resulcs (1).

Saveral reasons persuaded me that tne speech Of a

24
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child was the appropriate place to look for the data for
this experiment; these reasons are discussed pelow.

1) There was reason to believe that caildren’s
speech was syntactically simpler than adult speech, and
this has proven to be the casa, Compared to the adult text
in the ERICA corpus (giving a nam2 to the corpus itself),
Erica’s utterances are shorter, the vocabulary 1less rich,
and the structure is more repetitive. So, if by nagtycal

langyage we mean spoken, informal conversation, the speech

‘of a child would be the natucal candidate for a sinple

-

beginning.

2) I had hoped that Erica’s speech would ba more
semantically straigatforward compared to adult speaecn. I
have no reason to doubt that this )acaumption is correct.
Simple -oemantical functions appear to be successful in an
encouraging part of Erica’s spesch. This was not
9urgr191nqs to me, since 11 expact samantical fealures ol
language t? have their syntactic cbuntenéarta. The
syntactical simplicity of cnild speach .tnén~ suggesis
somanticalllimpltcity.

3) The devolopmental as.acts of langua,e and

concepts are philosophically 1ntarest1ng, and 1t 13 these

- D = -

(1) I would like to thank Barbara Aaderson, Robert
winn, and Florence Yager of the Institute staif for their
help in typing the ERICA corpus into the PDP-10 computer
for this analysis.

e
oh |
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f actors that one -woull most expect to find in the study;.of
child language, particularly if the study were well timed
and protracted, covering the fi;stlﬁoments of speech well
into nursery school. Sincs the ERIC; cocpus was Collected g
époradicallx and hastily jonly two months from the first //
r ecording to the last),’ the possioility of studying// ,.
languiée development in these particular data 1s remote.

Given that we want to loox at the semantics oOf
natural language, the question of the selection Oof a corpus
pears some discussion. lTha agvantage in selectia;l chila
langquage 1is that in it we are seeiny something like the
feal problems that natural laaguage represents, in rxougnly”
the right mixtures. It cirtainly would impress no one to
prove that moidel-theoretic semantics was useful for a
patently artificial languaygz, say ALGOL=-60. Mureover,
edoteric counterexamples to a model-tneoratic approach
‘would not impress ma as being reason to abiandon the
project, What is needed i3 a detailéd discussion of . some
genuine data;\ . ]
The price/paid for this spOncanéity is that the

data base for the meaning of the child’s uttarances is

constantly shifting and 1mgossible to sepacate, even for “a

moment of reflection, from such problems as pe tion and
—
memory. The child’s conversations free-wheel as ckly as

-

the Auration of attantion span. The only rgcourse is to

LIy
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\ b \ .

back away from the 4individual utterances and their

-

thscrutable contexts ‘and look for patterns ‘that are more

rcadi}y szuq1ed {n classes of utterances. v
I }5 in retrospéct, looking at a corpus of . free
convéfs&tion is vgluabio foc gyeiting a feel for the kinds
of gramﬁars and semantic functions that are best. The real
test should be conducted in a situation where the
discussion can be limitsd in content. One solution might
be to organize an experimant where children ars encouraged
to talk about Certain fixed subjects, such as facts about
baseball, or the objects lttadb about the interviewing
(/ room. Another solutton'might be to look Aat spoken Or
written language concerning some precise subject mattsr

such as elementary mathamatics.

1 II. SUPEKFICIAL SYNTACTICAL FEATURES

a ™

The most striking - and permanent feature of tue
corpus 4is 4its size. Thnere ar= 19,520 utterances in all,
. excluding utterances that were completely unideatifiabls

durin transcription, but 1ncludin utteranc=s tnat coula
g g

be partially understood., I used the symool

{xXxXx) -

to indicate unintelligibility of all or part of an

Q ' ;27
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utterance. Thus,

can you {xXxx>.
would be included as an utterance of langth three. 0Using a

similar notation,

<n) , v, LadP

stand respectively for noun, verb, a.d adjactive, when the

/1]
=2
[

exact word was not identifiabla, but tne editor thouyht

@

had good reason for a grammatical classification. ih
analysis oOf the langth of utterances in this chapter firat
eliminated the utterances that included the
uninteiligibility gymbol <{xxx> siance it mijht oe staudinj
for a whola phras2 that was yarbled on the tape.

Comment : wer2 1..cluded occasionally ia th- tex;
when the editor Dbeliaved that what she heard on the tape
was not fully Jdescriced by tne utterances taeaselves; also
commenits about the situation leading up to thu: recording
segsion itself were inciude.i. OI coursas, comments werz not
included 1in any syvntactic stuly, and che conments were .ot
sufficiently regular to-aimit any orgyanized use 1ia tha
semantic analysis, although I have noted the commenfa in
the course of reading th: corpus.

?he text wgs yreparei ‘by the Q}raiun.fozwara
approach of tnying to make a consistent and Aaccurate copy

of a conversation. Tt may be argued that a special




representation, such as a phonetic system, would be more

appropriate. I have no reason to really think so at chis’
time, especially considering the problems that“devicing and
using such a system k:ould create. Phonetic representations
were of course developed to capture the ;ubtletiea of
sound. while I did not use a phonetic app:qach, it 1s
clearly desirable from a semantic point of view. For

example, the sentence

here it is
(unpunctuated!) can be either a Juestion, a declaration, or
an exclamation depending on the emphasis and the raising
and lowering of the voice; these features ?re logt to my
analysis. ‘

A full implementation of a theory of language on a
computer would of course include a system {or recognizing
spoken Fnqlisn and translating it into some ~ind of normal
form, I assume that this translation would very much
resemble written English, and it is for this reason that I
defend the way ERIéA was adited. If this assumption fails
then some different representation of spoken English would

have to be found.

29
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III. UTTERANCES: NOTATION AND CONVENTIONS

. The text is divided into utterances, If 1 were
Pressed to name an objective criterion for making tne
division between one utterance and the next I would suggest
tim;-lag between sounds, Hoﬁevar, it 1is clear from
listening to the tapes that the editor has followea the
interaction '9emant1ca11y" and is trying to unitize the
speech., - That this is a natural process is indicated by the
fact that the transcription is little difierent from other
transcriptions of spoken English. R

The units of speech seem to be rather 4iike 'the
" complete thoughts” of classical grammar. However formally
elusive this idea may be I ;m{ﬁfawn to it by looking at -
ExICA and comparing the divisions to what“I imaygine the
conversation to have been like as an 1n£5raction.

Once the trmpscriptién is complete it 18 easy to
define the delimitatisn of worus in the utterances.

Notation: A word is an unbroken stflng of the

characters
a.b.c' ee e 1.0.1' eeo e .9.(.).‘.3""'

occurring in an utterance. Lower and upper case letters
are considered equivalent. The length of an utterance is

the number of words in {t,
[}

30
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Several characters are taken as having special
significance.

1) The apostrophe is a part of words, as in
possessives and contractions. In the case of contractions,
the standard 15terpzetgtion is taken formally 4ia chat we
treat the contraction as though it were two dictionary
words., Howsver, a contraction only adds one to the lengtn
of an utteranca. This has the advantage of treating the
contraction in a way consistent with standard usage. The
price paid is that I lose a possible correspondence between

syntactical and semantical features of the utterance by

having one word stand for perhaps two semantical "units’.

EXAMPLES OF USES OF THE APOS TROPHE

WORD MEANING

Erica’s the possessive of Erica
doesn’t the contraction of a verb

and a nejating particle

men’s the possessive of men
2) The dash - is a part of words, as in

ring-around-the-rosy

which is counted as one word.

31
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3) The guestion mark ? denotes questions.

4) Quotes (but not single quotes, which are
not used due to the ambiguity with the apostropne) indicate
quotations and use-mention distinctions. I an not

concerned with analyzing the semantics of these.

In standard English, punctuation characters (sucn
as commas and semicolons) often indicate phrasing in
sentences. I have not used these clues in the analysis
formally, but it could be done by including punctuation
characters as symbols generated by the yrammar. Obviously
punctuation is needed as phrase markinys at some level in
the analysis of natural language. Here I simply 1ignore
puncctuation altogether.

Of the utterances in tne corpus, ERICA had 8,9'>»
utterances with a mean length of 3.087, and Aauir had
10,695 utterances with a msan length of 4.835, excluding
any utterances tnat were in part unintelligible. (ihe
disparity between these numbers and the original counts of
9,085 and 10,740 reflects the numoer oOf partly
unintelligible utterances,) A more complete analysis of.
the lengths of utterances in tne corpus. is included as

Appendix 1.
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IV. COMPARISON OF ERICA AND ADULI VOCA3ULARILES

Using tne familiar type-token distinction, tne
ERICA corpus has 79,770 word tokeas and 3,169 types. This

¥

count includes the symbols for unrecognized words, such as

<n)’ used for a noun and <xxx) used for an
unclassifiable word, but does nnot include utterances that
were completely unintelligible. ERICA (the child’s speech
in the complete FRICA corpus) has 27,922 tokens and 1,853
types; ADULT (the adults’ portion) has 51,u48 tokené and
2,867 types. Appendices 2 and 3 list the words 4in ERICA
and ADULT by rank and alphabetical ordering.

Obviously ERICA and  ADULT have different
vocabularies, and neither one uses all tne words fcund in
the other. However, it is of some 4intarest to ask how
different these vocabularies are and to propose-measutes of
the difference. A simple test is éo ask aow many words
occur in one but not the other. Of the words in ERICA, 301
types were not represented in ADULT. This comparison yives
a misleading 4impression of the difference betwesen the two
vocabularies, since these 301 types Account for only 565
tokens out of the 27,922 tokens in the ERICA vocabulary.
The top 135 words in ERICA are all represented 4in ADULT,
and most of the wor%}'%n ERICA not found in ADULT have a

small frequency, many occurring only once or twice,

33
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If we look at the portions of the vocabularies with
f;eéuegcy greater than or equal to 5 we ,eL a butter
impression of the simiiarity. There are 607 types in the
ERICA vocabulary with frequency greater than or equal to 5,
accounﬁing for 25,678 tokens. Out of these, only 14 types,
for 159 tokens, are not to be found in the AVULT
vocabulary. Tables 1 and 2 summarize these results, Table
3 lists the words with frejuency yreater tnan or ejual to 5
fraom ERICA not in ADULT at all, and lable 4 lists the woris
found 4in ADULT (frej >= 5) but not founi in ERICA. - (The
string ‘>=’ is read ’'greater than or egual to’. Its use
here reflects'the fact that this work is being composed on

the PDP-10 computer, and the th2 use of ‘>=" is standard

linear” notation.)

34




28 /

TABLE 1
WORDS IN THE ERICA VOCABULARY NOT FOUwD IN TKE ADUL: VOCABULARY

-

Complete ERICA Vocabulary -
. Types Tokens
Size of sample 1,853 27,322
words in FRICA not in 301 565
ADULT \ '
Percent not found 10.24% 2.02%

Portion of ExrICA Vocaoulary with Frequeacy >= >

.

Size of sample 607 25,00

Wwords in ERICA not in 14 153
ADTLT
Percent not found 2.313% .62%
"y




TABLE 2

WORDS IN THE ADULL VOCABULARY NOT FOUND IN JHE ExICA VUCABULAXY

Complete ADULTI Vocabulary

’ lypes fokens R
Size of sample 2;867 51,848 ]
Words in ADULT not in /’ 1,315 2,801
ERICA ’
Percent not found 45.87% 5.52%

!

Portion of ADULT Vocabulary with Fraquency D= 5
/

’ 1/
Size of sample ' 945 48,48%
Words in ADULT not 4in 106 1,907
ERICA
Percent not found T11.22% 2.20%

36
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TASLE 3
WORDS OCCURRING IN TRICA VACABULARY NOL IN AOULT VOCABULARY

! (Frequency »>s=5)

Freq Word
E S

34 wanna

.3 yup
16 lookat
13 mommna
10 present
? eek eh tap yeh
6 gobble luminum ,
5 grapefruits mouses sweatie

ERIC - 7




TABL= 4

WORDS OCCURRING IN ADULT VOCABULARY NOT IN EAICA VCCABULARY

freq

(Frequency >= 5)

word

84
77
37
30
28
26
23
20
18
16
13
12
11

10
9

el se

ware

things

which

understand

looks

much

breakfast sure

correct really

yourself

certainly few

building delicious feet real
already envelope song than

behind humm sorry until
count ears instrument minutes page tweaet

boom closet ever everyoody phone sat taste thougnt
tired told wow .

ate basket best cannot chicxens eacnh reed fireplace

goodness happens l2an lidvlte line living meadow
mind push squares whisper you'll

chinese comfortable its kittias lake lovely aail
once party poor rhyme set toby

add ago anythinj apart beidroom aifferent dinosaur
dolly’s fact growing haven’t indiaans instruments
loudly movie names park pack purr puts quite row
rug sewing special stream television tooch you've

38



Some tentative conclusions are:

1. The ERICA and ADULT vocabularies ars siailar, .
especially at the high-fraquency ends of ths distributioas.
The bulk of their speech comes from tne 1,552 words that
are common to both lists. Erica draws 37.98 percent of her
speech from the common vocabulary, and the adults  94.43
percent. .

2. The ADULT vocabulary is more nearly a suparset
of the ERICA vocabulary than conv?raély. This 'noids
throughout Tables 1 and 2. For exampl&, only-16.24 pereené

i
of the words in ERICA® 40 not occur ‘in ADULT, while 45.87

!
percent of the words ia ADULT do not occur in ERICA.
V. IMITATION OF WURD USAGES

A reasonable hypothesis about the speuch uf a cinild
is that there is a strong tendency for the child }o use
words‘recently usei by the an adult. As a simpla tast of
this hyoothesis, let a usage of a jivea word be an

n-imitation occurrenca if' the word occurs in the
previous n adult utterances. Table 5 gives tne resul;{’of
looking for n-imitations, n=1.2,...é; on the twenty ﬁours
of the ERICA corpus. To avoid coufusing tne comparisons,
no counting was 3one untii 6 adult utterances were found at

the beginning of each hour.
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TABLE S
ERICA WORD USAGES THAT IMITATE ADUL: WOKD USAGES

\ o (FIRST 8 ADULT UTTERANCES IN EACa HOUn ARE IGNOREW)

/
;

. }
‘N N-IMITATION NON~IMITATION % ngrarxon '
AR SR ) T cg) WY uD ‘--‘-—ﬁ——-‘-----' ----- !_
1 3424 24498 12.26
2 49319 22983 17.69
-3 5932 21990 21.24
4 6729 21193 24.01
.S 7386 20536 26.45
6 7929 19993 26,40
7 8415 19597 30.14
8

8816 19106 31.57

Word Types = 3,169 (complate corpus)
Word Tokens = 79,770 (complete corpus)
ERICA Tokens = 27,922
ADULT Tokens = 51,548

10
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VI. COMPARISON .OF THE COrrUS VOCABULARY

TO THE VOCABULARY OF WRIITEN ENGLISh

A standard computational. analysis of written
English texts is contuined in Computational Aralvsis of
Presant gggrhmer;can English by Henry Kubera and W. Nelson
Francis (2). I want to compare the FRICA voc-bulary to the
vocabulary‘fo} the [K-F] corpus of written speech. There
were 50,406 types 1n/[K-k], representing 1,014,232 tokeas.
The samples comprising the [K-F] were selected to be a
cross-section of contemporary American written English,

I have taken the 100 most common words in ERICA,
lookead up their féequencies in [K-F], and thea used tle
{K=F] frequencies as the basis for the theorecical
frequencias of a chi-square test. I summed up the
frequencies for the 100 most freuent woruis in E«ICA Aand

F,,{K‘FI;"And' callad these sums thne OBSERVED-oUM and tne
EXPECTS0U=-SUM, respectiveiv. The EXPECTED-rnELULNCY oOf a
givan word was then the word’s frequency in [|a-F}

multiplisd by

-

OBSERVED-S5UM

FXPELTFED-SUM

vl g o > e -

(2) Brown University Press, 1967, Reterred to as

[K-f].
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The chi-square contribution of tne given word was then

computed by the usual formula

(OBSERVED-FREQUENCY - EXPECTED~FREQUENCY) 2

EXPECTED-FREQUENCY
The results of this test are in Table 6. The incication is
that Frica’s - jeech 1is rather \different from written

English, even in terms of hignh-frequeacy words.

42




FRFQUENCIES FOR THE FIRST 100 WORDS IN ExICA ESTIMATED BY [K~-F|

* Indicates words

RANK WORD
1 you
2 a
3 the
4 i
5 that
6 is
7 it
8 what
9 to
10 and
1 he
12 are
13 do
14 in
15 don‘t
16 no
17 that’s
*1g uh
19 on
20 this
. 21 Know
*22 huh
23 have
24 go
25 there
26 your
27 we
28 did
corpus.

[K-F] than in ERICA.
but the preferred English is

3o

TABLE 6

GOUDNESS=OF~FIT TEST

(RELATIVIZED)
OBSERVED REL.EXPECTED
3120 443.0232
2390 3132.845¢6
2220 8098.48582
2178 697.4313
1775 1428.4331
1728 1361.5616
1716 1160. 4905
1692 257.2393
1439 3525.4456
1206 3889.8680
982 1286,6009
948 532.2700
942 183,7616
906 2377.2242 g
895 65,9277
888 296,7420
883 25,0768
830 8083
786 308, 9661
77 693.7911
687 92,0830
675 0674'1’
650 531,3313°
630 784.3382
599 ¥ 367.2536
590 124.4402
572 57.6€6 3
543 140.7536

t Beem special - to the LkriCA

CHI"2

16175.6800
176.1401
4207, 3864
3143,0022
84,0842
95.6199
242.9182
800244256
1234.6093
1651.7716
72.1138
3128.64u3
1350.5116
10425.9840
1173.0809
29351.1390
802300, 1800
« 7764
3B43.554/
674544, 0300
20,5037
3527.1042
146.2379
1741.7061
128.,4175
1149.5423

Some of these are pot peculiar to ExICA but
rather are seldom founu in ¥written Engligh.

+ Indicates words that were spelled difrferently in
For example, ERICA uses
‘okay’.
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what’s
me

can
yes
oh
see.
one
going
here

" get

they
want
of
my
all
up
for
will
not
she
where

. put

ok
those
it’s
very
with
little
right
like
some
now
there’s
doing
them
at
mommy
make
be
does
out
big
who
her
look
eat
was -
daddy
say
think

527
516
506
490
485
468
458
452
441
430
428
422
409
399
393
386
371
370
368
353
350
336
334
313
313
299
290
293
290
283
279
272
267
244
241
237
236
226
217
215
208
207
207
206
202
200

200,

185
184
181

37

/
/

/1.1455
159.2241
'238.9036
12.4143
16.0438
104.0821

443.8322,

53.7938
101.1161
101.1161
487.7839

44.3563

4908,9632
177.8295
404.5991
255.4860

1279.3206
302.5393
v21.3920
385.4545
126.4625

58.2170

2.,6904
114.5982

40.71061
107.3179
982,.7134
112.0366

B82.6455
173.9197
218.0063
177.1554

14.69.5

21.9759
241,1955
725.0697

48
853.7503

6. 3684
282.5657

48,5357
303.6173
409.4527

53,7938

8.2241

' 1323.4072

«5393
67.9500
$3.3777
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37620.6290
799.4332
298.0163

11400.5900

13707.5100

1272.4200
«4523
2947.7070
1142.4601
4069,7076
T . T.3273
3219.2132
4125.0596
275.0748
«3325

T 96,6710
644.9037
15,0425
103.3285
2.7320
335,129
1303.1053

40700.4570

364.5783

1820.5666
342.3605
479.8706
292,295
520. 444%
63.41332
17.0bay
50,7775
4331.70U5
2243.1263
«0002
3205367
412637,5400
132.17390
460.5204 .
342,3151
13.6862
517.3701
30,7453
101.0335
408.3200
4471.9733
953.6322

63094.1140
131.4c01
257.5682




79
80

82
83
*,84
85
86
87
88
89
90
91
92
93
*94
95
96
97

*99
100

good
him
ha's
down
his
uhuh
Just
baby
let
didn‘t
come
has
isn‘t
you're
house
lookit
would
more
book
girl
gonna
tape

174
174
171
168
166
163
LIP3
158
151
150
14¢
143
148
148
147
144
143

142

130
128
128
128

38

’ 080 0009
487.9188

16.852°
120.66°

943.3 6
. .89
117.5643
8. 3589
51.7714

54,0634 ,
84.9375
128.8295
13,0777
20.3580
79.6795
.4045
365.9054
298.7643
26.0205
29,6607
2.1571
4.7188

39.0707
201.9701
1409.9478
18,5646

640.5565
34519.4580
16.7953
2678.8660
130.1&Eu1
173.2415
48.3179
98.3447
1391.9927
800. 2964
S0.5786
50980.2180
135.7914
b2.2550
415.5075
326.0412
7341.3689
3220.8247
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fhe only word in the first 100 words in EICA not
occurring in [K-F] at all was the word ‘Erica’, so actually
this list goes to rank 101 from the original 1list. A
numﬁer of words, especially proper nouns, seem spzcial to
ERICA, and these words (starred in Table 6) coatribute the
bulk of the enormous chi-square sum of 2,347,03c. Striking
these special words from the data, and recalculating,
yields a8 chi-square sum of 206,000. Tnis 1is still
unacceptable, but it indicat2s that it may be possible to
i solate some of the differences baiwaen written and spoken
English. For example, some oOf the difficult cni-square
contributions in the second run come from the hiyh
frequencies of contractions in ERICA. Th; word ‘what’s’
contributes about 40,000, and that’s’ contributes some
31,000 to the 208,000 chi-sjuar: for the second run; these

two words are the most yenerous contributors.
VII, DICTIONARY CONSTRUCIIOWw

A conceptually important fact about .the syntactic
study undertaken 1n.this wOrK i3 that wsrds were put into
gramnmatical categories apart from the contexts 4in which
they arose. This differs from the technique used by
Elizabeth Gammon in her study of basal readers (3).

Dr. Gammon looked at each sentence irdividually, and gaves

46




each sentence a sentence type based on now it apeared

that the words functioned in that sentence. Or cCourse,
given words may wall be used differently from senteace to
sentence, and this occurred in Gammon’s work. - -

When a word functions differently in different
sentences, I call tha word lexjcally ambiguoys. This
phenomenon is illustrated by the sentences:

1) There is snow on the ground

2) It will snow tomorrow.

According to the usual grammatical categories, the wora
*snow’ is a noun in 1) and a verb in 2).

The real difficulty with classifying tne words
individually in eacn santence, as Gammon did, is that it
leaves Unanalyzed the crucial task of aow one knows when a
word 13 performing one syntactic function and not another.
Lexical ambiguity is very widespread 4if ona takes as a
measure the number of multiple lisitings that words have in
standard dictionaries. A theory of language must begin to
account for the ubiguitous ambiguity of natural language in
some way that makes it more than merely tiresome,.

My partial solution is to create a dictionary for
ERICA with multiple 1listings for a good portion of the
words. In doing so I have not included all of the
-————————

(3) A Syntactic stydy of FEirgt-Grade Readerxs, by
Elizabeth Macken Gammon, Technical keport No. 155, June

22, 1970, IMSSS.

17
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possipilities, or even all the ones that are . rouably
represented 1n'EkICA. To hava done 30 woula nave Obscured
the results. The point is to implement in some d2stail a
theory of lexical ambiguity, and to show how it might work
in many cases, without letting the details become
burdensome. with 78,000 word occurrences in EnICA, eve
occurrence of every word cannot be examined readily.

NOTATION: In tha dictionary, each word i3
associated with a grammatical classification strinye This
string may be one classification; e.g., ‘n° stands for
noun in thes dictionary. Or tne classiiication string may
be several classifications separated by commas. ‘nyv’
would be used for a word tnat could be eitner a aoun or a
verb,

Sometimes words (i.e., stri.gs of wor. characters)
are contractions, The pedestrian view is chat contraccions

are two or more words that have been rua togetnar. For

example, ‘you’ is a personal proaoun, and nence has the
classification ‘oersp’. Supposing ‘have’ 15 a vero,
it wouli have the classification ‘v’e Tne word

‘vou’ ve’ is the contraction of ‘you’ with ‘nave’ and
has the classification ‘persp#v’. (Tne symbol ‘#° staaas
for a space in the classification,) I{nis notation merely
says that ‘you’vs’ i8 to be thoujht of as ‘you nave’.

The situation is, however, complicated by the £fact that

18




42
‘have’ can be eithar a verb ( to pd%sesl") or an auxiiiar,
verb and is thus classified ‘vyaux’. [nis means chat
‘you‘ve'i can be 1) a personal pronoun foilwed oy a vero,
or 2) a personal pronoun followed by an auxiliary. The
correct cClassification is tnerefore ‘persp#v,perspfaux’.
To illustrate this in a sentence, considers

*) You’ve seen him today.

Looking at the relevant portioa of the diccgénary:

WORD GRAMMATICAL CLASSIFICATIOWN

him persp
seen v
today adv (adv is the symbol for adverb)

you’ve persp#v,perspfaux

Using a program written for the task, I look up the

classificactions and obtain d

1) persp#v,perspfaux v persp adv

as the ambiquous lexical form for *). Tha ambiguous
lexical form 1) is shorthand for saying that *) is eitner

2) persp v v persp aiv

or
3) persp aux v persp adv .

The strings 2) and 3) are called al tive termiual

forms for *). If che lexical form has oaly one

alternative form, then I snall call it the termjinal .form.

19




The pnrase ‘terminal form’ thus rafers not to tne original

utterance but rather to the result of replaciné the words
in the |utterance\ by tneir respective grammatical
classifications in the\dictionary. The Gammon methou would
have classed *) as 3), thus bypassing the lexical ambiguity
that allows 2) as an alternativa. -

Dr. Gammon has told\me privat:cly she aésumes that
every utterance has a single terminal form, or at least-a
best one given the context' of 4its \use, while tais
assumptioﬁ i3 useful, it is unsettling to me to ieave the
determination of tne "best” terminal-focm as a part of the
given upon which a 1linguistic experiment rests, in
Chapters 4 and 6 I try to resolve thne nacurai amglguicies
that arisé from using tne same words in differeac ways, so
to a certain extent I am trying to wuse this fssumpcion.
Even 8o, Gaﬁmon's assumption is entirely too simplz2, 1T
assumes that ambiguities are only apparsant, that an
Pdequate theory would always make a single selectiion. Wien
i1 have laid out the necessary formal details, I shall try
to argue that ambigqity pféys a forceful and important role

in natural languaga.

I have tried to giva a reasoinable sample of lexicai

ambiguity 4in my dictionary, bHut I certainly have aot been

as thorough’ as the most meager comnerciaily available

A
S
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dictionary.
VIII. WORD CLASSIFICATIONS

Each word in the ERICA vocabulary has a grammatical
classification string associated with it, according to rhe
conventions described in VII above. Appendix 4 gJivas the
dictionary for the complete corpus.

The same symbols are used for ERICA and the ADULT
dictionaries. This 1is not t©o say that ail the speakers
necessarily have the same grammar or use langyuage in the
same way. The point i3 that they communicate, anu our best
hope of understanding how i3 to assume a common iexicon.

I include here both the fundamental syntactic

» categorias and the entries that 1indicatz2 multiple
classification. Table 7 gives the categories and their
iintuitive meanings. Table 8 gives tie eatries as I have
them in the dictionary. Table 9 brsaks down che multiple
clglsifications into tne fundamental categories, counciny
for example words that could be used as nouns. Hence tne
numbers %; Table 9 do not sum un to the total number Of

types in ERICA, wnich is 3,148,

J;Bi(; "ol




TABLE 7

FUNDAMENTAL SYMBOLS USED Iiv ThF DICTIONARY rOR EnICA AND Takbin

INTULTIVE MEANINGS (%)

SYMBOL MEANING AND EXPLANATION EXAMPLE(S)

adj common adjectives good

adv adverbs well softly

ate affirmative words yes uhuh ‘
art arttcles‘ a an tne

aux auxiliary verps " have did be

conj coa junctions and but

int interjections bye dJarn

intadv interrogative adverbs now whaei.

inter interrogative pronouas ' «vho whom

link linking varus oe
(and its inflections)
misc miscellanenus words that diller shafto |
defy classifirction
(examininj cthe coatexts

was unilluminating) N
mod modal verbs can cause wanna
n common nouns house cat
heg ' negating worcs no not
padj possessive ad jectives pear’s erica’s ’

., made from either common

Or proper nouns
* Recall that uppercase letters ars mapped into
lowercase.

AN
oo
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e

persp pbrsonal pronouns i you him

pn proper nouns africa tom *

prep preposition : except from

pron pronouns other than anything someone
personal and interrogative N

pronadj adjectival form of his somenod;>§\
a pranoun . o

qu quantify1n§ words all poth AN
and cardinal numbers one two AN

v verbs other tnan linking bake fit '

modal, and auxiliary

{undef)> for unintelliyible words
and phrases
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TABLE 8
NUMBER OF WORD TYPES CLASSIFIED IN VARIOUS LEXICAuL 4.A[EGORLES
- INCLUDING FUNDAMENTAL AnD COMPLEX SYM3G.S
SYMBOL - * - FREGUENCY

CORPUS ERICA ADCL?

n 1462 874 “1337

v . 651 354 001
adj 305 - 133 291
pn 181 ° ¢ 96 " 143
aadv 80 .33 81
int ' 706 58 47
padj, afaux,néliink 72 T 3z 54 .
nyv 30 20 32
qu,pron 34 27 33
padj, pnfaux,pnflink 30 18 ")
prep 23 16 22
misc 21 11 13
pron 19 13 15
mod 18 17 17
conj 1o 8 1-
persp 16 15 . 1o
aff 15 ‘12 10
pronadj 13 10 1<
prep,adv 19 3 10
link, aux 8 - 7 : 3
. perspi#nod 8 5 . 8
modfney 7 5 7
perspfaux,perspflink 7 7 1'\\‘
v,mod 7 o o
pronfaux,pron#link 6 5 )
aux#neg,linkfneg 5 4 4
neg 5 5 L
v, aux 5 5 5
intadv 4 4 4
v#neg,mod/neg 4 3 4
art . 3 3 3
interfaux,inter#link 3. 3 2
n,adj ’ . 3 1 3
perap#v, perspfaux 3 v 0 3
qu 3 3 3
: "inter . k 2 2 2
) mod#persp < z 2
/ prep,conj - : . 2 2 <
/ pron#mod 2 1 1

\J

A
=




{undet)
advf#link
intadvimod
intadv#link
intadvsaux,intadvslink
interfmod
inter#persp
inter,persp
mod#pron

n, adv

pad}

persy .. adj
pronfaux
viparsp

-
N

by |

B I R N e . R Y
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TABLE 9

FUNDAMENYAL SYMSOLS AND CONCATENATIONS IN THE ERICA DICTIONARY

SYMBOL . FREQUENCY
CORPUS ERICA ADuLl

n 1502 900 1373
v 699 385 644
adj 308 140 294
pn 161 96 143
padj 103 51 80
adv 97 45 92
int 70 58 4/
nfaux 72 32 54
n#link 72 32 54
“pron 53 40 48
qu. 37 30 36
prep 35 27 34
pafaux 30 18 25
pn#link y 30 18 25
-mod 25 23 23
misc 21 11 13
conJ . 18 10 18
persp. 18 1o 17
aff. . 15 12 10
pronadj 14 1 13
auk 13 12 i3
modéfneg 11 8 1
persp#aux 10 7 10
link 8 7 o
perspfmod 8 S o
persp#link 7 7 /
pronfaux 7 2 <)
pron#link 6 5 )
aux#neg 5 4 -+
linkfneg S 4 4
neg 5 S 5
intadv 4 4 4
vineg 4 3 4
art 3 3 3
interfaux "3 3 .4
interf#link 3 3 2
inter 3 P 3
perspév 3 0 3
intadv/slink 2 1 2
mod#persp 2 2 2
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pron#mod
{undef)
adv#link
intadv#mod
T~ intadv#aux
inter/mod
interéparsp
mod#pron
vé#persp

B e N . . X N SY N
[ R e . T S
COOO0O 20O ==

Totals* 3,509 2,055 3,153

* The couats in this table represent the number of
words that could take a cartain gyrammatical class
(fundamental or concatenation). rence, tha sums jare
greater than the actual number of woras in the appropriate
portion of the corpus. '
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Io, GOODNESE~Or'=rIl TESTS CN Jdf ERrRIcCA

AND ADULT DICTIOWNARIES

It is a reasonavle hypothesis that the ;hulu and
child have similar frequencies of usage oi words., Usiag .
the cbmmon 1,552 words of the ERICA- and ACULT vocabularies,
I constructed a 2-by-1,55¢ couglﬂéency table, and fouxd

that this hypothesis was untenable. Wath 1,551 deyrees of

»,

—

freedom, the chi-sjuare was 13,109.0400, whicu must be
rejected at any reasonable level or sijnificance.

Wanile Erica and the adults do not wuse andiviaual
worls with similar relative frejuencies, iney use Words
from the various grammatical <categories in similar
proportions. Thus, while tne words ‘doy’ and ‘cat’ may,
for example, be used more often by‘ Erica tnan by the
adults, nouns (any nouas) are usei similarly. Jable 10
gives that contingéncy table, showing a chi~-asjuare o0&
53.7626 for 53 degrees of freedom, roughly sijaificant to
50 ;ercent, obtained Sy takingy the ooserveud .reyuancles
from the complete corpus as a predictor ot tha frequency an
the ERICA portion alone. Table 11 snows the same results
for predicting the ADULI fregueucies from t.e complete
corpus. This includes the grammatical classes tnat na.

f ewer than 5 members, a practice that is usually baa ior.a.

N
0
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TABLE 19 :

PREDICTING ERICA LEXICAL CLASSES FROM ADULT LEXICAL CLASSES
LEXICAL CATEGORY Adult Erica . Brica Chi-

Observed Observed Expected square
n ’ 1337 878 864.13 22
v 601 354 388,44 3.05
adj T 291 139 188.08 12,81
pn 143 96 92.42 14
adv 81 35 52.35 $5.75
int 47 58 30.38 25.12
padj, nfaux,nflink 54 32 34.90 24
n,v 32 20 20,68 «02
qu,pron 33 27 21.33 1.51
padj, pnfaux,pnflink 25 18 16.16 21
prep’ 22 16 14,22 22
misc 13 1" 8.40 = .80
pron 15 13 9.69 1,13
mod 17 17 10.99 3.29
conj , 16 8 10.34 53
persp 15 15 %.69 2,90
atf . 10 12 , 646 4.74
pronadj . 12 10 7.76 «65
prep,adv 10 9 6.46 1.00
link, aux 8 7 5.17 «65
perspfmod . 8 S 5.17 «01
modfneg ‘ 7 5 4,52 «05
perspfaux, perspflink 7 7 4,52 1.35
v, mod 6 6 3.88 1.16
pronfaux, pronflink S 5 3.23 97
auxéneg,linkfneq 4 4 2.59 177
neg S S 3,23 97
vV, aux S 5 3.23 «97
intadv 4 4 2.59 717
vineg,mod# neg 4 3 2.59 «07
art 3 3 1.94 «58
interfaux, interslink 2 3 1.29 2.26
n,adj 3 1 *1.94 «45
perspfv,perspfaux 3 0 1.94 1.94
qu 3 3 1.94 «58
inter 2 2 1.29 «39
mod#prrsp 2 2 1.29 39
prep,con} 2 2 1.29 «39

Q- Hf)
ERIC v



pronfmod
{undef)
advflink
intadvfmod
intadv#link

intadvfaux, intadv#link

interimod
interé#persp
inter,versp
mod#pron

n, aav

pad} :
persp,pronad]j
pronfaux
vépersp

observed sum 1 =
Observed gum 2 =
expected sim =

chi-square sums =

¢

2,867

1,853

1,853.00
89.98

53

Qb b DD OO0 = QO b

H(0

B QO et adad DO D O N\ =

«65
«65
«65
0.00
«65
+«65
0.00
0.00
65
0.00
+65
65
65
«65
0.00

19
2.84
19
1.00
«65
19
1.00
1.00
«65
1.00
19
.19
.19
«65
1.00
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TABLE 11

PREDICTING ADULT LEXICAL CLASSES FPROM ERICA LEXICAL CLASSES

|

LEXICAL CATEGORY Adult Erica Erica Chi-
Observed Observed Expected sguare
n 878 1337 1336.44 «00
v 354 601 538,64 7.17
adj B 139 291 211,58 29,81
pn 96 143 146.13 <07
int 58 47 88.28 19,31
padj, nfaux,n#link 32 54 48.71 57
n,v s 20 32 30.44 .08
qu,pron 27 33 41,10 1.60
padj, pnfaux,pnflink 18 25 27.40 21
prep 19 22 24,35 23
misc 11 13 16.74 e84
pron 13 15 19.79 1.16
mod 17 17 25.88 3.04
conj 8 16 12.18 1.20
persp 15 15 22.83 2.69
pronadj 10 12 15.22 «68
prep,adv 9 10 13.70 1.00
1ink, aux 7 8 10.65 « 66
perspimod 5 8 7.61 .02
modfneg 5 7 7.61 « 05
- perspfaux,perspflink 7 7 10.65 1.25
v,mod 6 6 9,13 1.07
pronfaux,pron#link S S 7.61 «90
auxfneg, link#neg 4 4 6,09 72
neg S 5 7.61 «90
v, aux 5 5 ~ 7.6 .90
1ntadv 4 4 6.09 72
vineg,modfneg 3 4 4.57 «07
art 3 3 4.57 54
interfaux,interflink 3 2 4.57 1.44
n,adj ) 1 3 1.52 1.43
pessp#v,perspfaux 0 3 0.00 9.00
qu 3 3 4.57 54
inter 2 2 3.04 « 36
modépersp 2 2 3.04 «36

-
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prep,conj ‘2 2 3.04 36
pronfmod 1 1 1.52 18
{undet) 2 1 3.04 1.37
adv#link 1 1 1.52 .18
intadvimod 1 0 1.52 1.52
intadvilink 0 1 0.00 1.00 -
intadvfaux, intadv#link 1 1 1.52 .18
interfmod 1 0 1.52 1.52
interfpersp 1 0 1.52 1.52
inter,persp o 1 0.00 1.00
modfpron 1 0 1.52 1.52
n, adv 1 1 1.52 18
padj 1 1 1.52 .18
persp,pronadj 1 1 1.52 .18
pronfaux 0 1 0.00 1.00
vépersp 1 0 1.52 1.52

observed sum 1 = 1,942

observed sum 2 = 2,956

expected sum = 2,909,53
chi~square sum = 212.14 -

b2




56

CHAPTER 3 -~— rORMAL DEVELOPMENTS

I. GENERATIVE GRAMMARS

This chapter is devoted to standard concepts and
results of the th?ory; of generative grammars as well as
some notational matters.

Let V be a set of symbols, Then, V* i3 the set
of all finite sequences of elements of V, including the
empty etring, which {3 Jenoted by ¢ . Such finite
sequences are sometimes called strings.

V# denotes Vv* - { ¢}. Small 1latters a,b,c are
variables ranging over members of V*,

A structure
G E <V,r,S,P>

is a ggnerative grammar just in case G satisfiecs wae

conditions:

1) V is a finite nonempty set of symools,

the vocabylary;

2) T is a nonempty subset of V, knowa as the
terminal vocabulary;
Then, let the nonterminal vocabulary VN = V-I,

63
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3) S 418 a distinguished element of Vi, called
the gtart symbol;
4) P, the set of productions or gules,

is a finite subset of the set Vs X V%,

Let T+ be the set of all finite non-empty terminal

strings. Further, if <a,b)> ¢ P, then I write (informally)

a->b
to indicate that this is a production in P, The symbol a
is the left—-hand side (lhs) of <Ka,b> and b’ is the
right-hand 3ide (rhs) of <a,b>.

I a,b are strings in V*, then Db js immediately
produced from a if -and only if there is a subsequence a°
in a and a subsequen~e b’ 4in b such that b is the

result of substituting b‘° in a for a’, and suca that

a =->b’
is a rule in P, Tne intuitioa here i3 that an immediate
production is what on2 opotains by raplaciag into some
string for the left-hand side of some produccion by the

right-hand side of that produétion.

o , 64




If a,b are in V* , then b is derjvable from a if
and only if there exist

al, a2, ..+, an for some

such that

a (immediately) produces al
al produces a2
a2 producres a3

;n produces b.
The sequence <a,al> Ka1,a2>, ... ,<an,o> is called a
derivation of b frem a. |

AS an exampie of these 1ideas, consicer the

following grammar G that geunerates a few English

sentances,

G = <{V,T,S,P>

where

|
v = {s,NP,VP,N,AKT,V,a,the,bdy,girl, seas, knows,runs}

=

hence, the set VN of non-terminals is

T = {a,the,boy,girl,sees,knows,runs} ;

VN = {S ,NP,VH,N,ART,V};

S is tne start symbol (for sentence)
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and P contains the rules
S =-> NP VP
NP -> N
NP -> ART N
vp => Vv -
VP => V NP
N -> boy N -> girl
ART =) a Ai& -> the
™, - V => runs vV =) sees V -)> knows
Hence, S producas NP VP. Also, the string
the boy
is derivable from the string NP. ’Thts relationsnip is
denoted by

NP ==> the boy

G
where G (a reference to the grammar) may be omitted when
the grammar i3 clear.

The set of noun phrases is the set of all terminal
strings derivable from the symbol NPe what we are
interested in is the set of terminal striags in T+ that is

derivable from the start symbol, i.e.,

{a € T+ | 5 =a> a} )
G / ) 6

This is the lanquage of the grammar G, denoted oy L(G).

g Usually, when I say ‘derivation’ I mean derivation from the

)
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start symbol to a terminal string; If grammars Gt and G2

/

are such that L(G1)=i(32), th=n Gt is said to be egujivalent
" to G2. ~ ‘

The following strings are in L(G):
/ boy runs

the boy runs

the boy sees the girl

the girl sees the boy

Notice that the definition of derivation allows

several sequences that are derivations for ‘bay runs’, Two

of them are:

1) <S,NP VP) NP VP,N VP) <N VP,N V> < V,0dy WV,
{voy V, boy runs> \~

2) <S,NP VP> NP V2,NP V> (NP V,&P runs> (NP runs,N runs)
{N runs,boy runs>

In the above, 1) and 2) diifer only in zhe ozder"
that the rules are applied, and cne;y seam tu be one
derivation in two different orders . wnat is needed is a
notion of "derivation” tﬁat selacts only oae of thase. The
notion I use is.that of a left-most derivation.

A derivation is a left-most derivation just in
case, {in each pair‘ of tne sequence..ﬁhe substitution i3
made for the left-most possible sejuence of sympbols from

whrizh a substitution c¢ould be made. Jdotice that 1) is

left-most, and 2) is right-most, adnitting the symmetric
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concept. The concépt of left-most dJerivation 1is rnot
readily useful with all xinis of grammars.

Different kinds of ganerative grammars are obtainea
by putting restrictions oa the prodﬁction rules that may be:

in P. A type-0 of recursively enumerablg grammar has no

further restrictions placed upon it. A type=i or

. tontext-sensitive grammar has only the restric.ion that 1f

{a,b> 1s 4in P then |b} >= |a}, where }a| is the number of
symbols in a, the 1ength19§ a. A type-Z or context-freg
grammar 1is context-sensitive plus 4if <a,b’ is in P then
|aj=1; further, only non-terminals may occur on . the
left -hand side of the derivatioa. f (In facy, 1t 1is
sometimes the practice to define the classes of cerminals
and non-terminals from the productions in a context-free
grammar. Inis is the way a compiler would handle the
compilation of a program in, 8say, ALGCL.) a~otice that the

above grammar G is context-free. A type-3 or regul

=

grammar 1is contaii-free, plus if <a,b> ig in ¢ thea o is

L

eithec of the form

‘.-

R

or of the form
tN
where t 18 a terminal and N 1s a non-terminai. ) 9Y)

addition, otnar grammars of various iuntermediate strengths

j , 68
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are possible. |
I am concerne3 exclusive&y wien  contexc-firea2
-grammars: These grammars are easﬁly createa aad parsing
PI.,.ams can be easily written for context-frse granmmars.
(Usually I say ‘cfqg’ for ’tontext-frae gfammarﬂf-'cflﬂhgq;
‘context-frae lanjuage’.) Moreover, set-theovretical

3emantics apélies very naturally %o cfgqg,

for cfqg, it can be shown that ‘f a.string uas any
derivation, then it has a 1eft-mo§£ d>rivation.s Tne ‘sense
of '"one derivation 4in sev~ral dirferent orcers” is
correctly captured by the notion of laft-most derivation.

When 1 say ‘derivation’, urless otherwise noted, I mea.

‘laft-most derivation’.
I1. THE RELATION OF GFENERATIVE GrAMMAANS IO AU.o4nlA

A conceptually inportant fact is that the relation
between the theory of generativ: grammars aad tne theory of
aytomata is well unierstood (1). I shall say trnat an
automaton raecognizas a laajuage 1if and only i1f che
automaton, givea an inpu- sttigé, 3tops and rzturns a (RUE
+f the string is in the languaga. In 2articular, reyular

languages are represantahble by finite autonata (an.

convé}qely); and context-free languayes are representable

(1) see, for example, Hopcroft and uUllman, fFormal

Languzqes and Their Relation to Automata, Keaainy, Mass,.,
1969. ‘
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by push-down  automata (and conversely). évery
context-sensitive lanjuage 13 racognized by some {uriug
machine that 2lways halts, so that contaxt-sansicive
languages are racursive, The converse is!'not che case,
however, since there are recursive set3 that are not
context-sensitive languagék. Each tyge-J language 1is
recognized by some Turing ma&hine, but the maciine may not

necessarily halt on a string not in the sat in question

|
(hence the name 'recursivelylenumetable').

\
\

III., DERIVATIONS AND TREES

While the notir qf a left-most darivation 1is ctne
formal definition of 7éerivation" that I want to use,
informally the concept qk a tree (2) is far supecior. I
take it that the 1deq/of A4 tree is sufficiently incuitaive
to require no furthe?/éxplanation, except to ygive a few
axamplas. / ‘

In the abov%fexamgle of the cfg G, consider the

derivation oOf ‘boy runs’. This can be represeuteu by the

S
tree - B
. P /// \\\VP

AR’I'/ \w lv
| |

the boy runs

- D — — - -

(2) see [Suppes-2] for a tree-oricutea app:oach.
. - ,

T




Note that each of the (non-left-most) derivatioas yields
this same tree. 'In is possible to define the nocion ot
tree and proceed to show tnat, for cfg, tnere is a one-one
correspondence betveen lz2ft-most-derivations and trees.,

It may hapoen that there are two or moce left-most
derivations for a striny according to a cfy. Consider tne

grammar G’ o .tained from G above by aading tne rule

S -> ARI N VP

Then, the sentence

the boy runs
has two lertmost derivations:
1) <S,4P VP> {NP VP,ART N VP, <ARI i VP,.ne n VP>
{tre N VP,the boy VP>
{the boy VP,tne boy V> {the boy V,the boy runs)
2) <S,ART N VP) <ARI N VP,the & VP) {tne N VvP,the ooy VP>
{the boy VP,the boy V> {the oy V,the boy runs)>

Each derivation is represanted by a different tree, viz.:

P N
SN

ART N

, runs runs,
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When a string has two Or more (lﬁyt—moat) derivations, _.the
string 1is said to pe gramnat;éa;lz ampiyuQus. A grammar

G is grammacically amb;guoug/if and only if some string
in L(G) 1is grammatically amﬁi,uous. '

As a notational device, partition the set P of
productions into rule clagses such that all elements of the
same *rule class have the @ame 1ns. Then number
(arbitrarily) the classes in the p&rtition so that-each lhs

v /
has a number 4, and furthgrljigggfeqpﬁziﬁie in each class
a number Jj. Thus, a rule 18 uniquely represented by the
pair (i,3J), called the‘;gggg of the rule; and all rules
having the same lhs ,have the sam@ number i, and no two
rules with i as the first element of the label have the
gsame number J as the second element of the labal. It is
éhen possible to denote a derivacion by a sequence of
labels (assuming that\ we are s@artiny witg‘zhe start synbcl

and that the de -ivation will be leftmost.,)

If I label the rules in G by tnis scheme:

(1,1) s -> np vp
(2,1) np ->n
(2,2) np => art n
(3v1), vp - v
(3,2) vp => Vv np
(4,1) art -> a
(4,2) art -2 the
(5,2) n -> girl
(6,1) v =) runs
(6,2) vV =) seas
(6,3) v -2 knows




®

66

|

then the left-most derivation of ‘the boy sees the . girl’
may be represented by the label seyuenca

-

(1,1) (2,2) (4,2) (5,1) (3,2) (0,2) (2,2) (4,2) (5,2) ..

-

AIV. CHOMSKY NORMAL FORM GRAMMARS

I1f a cig G i3 such that eacn rule in P is either

of the form

A~->a
or of the form

A->BC
then G 1is said to be in Chomsky normal form. Every cfg
has an equivalent grammar that is in Chomsky };tmal form,
Moreover, it is possinle, given a Chomsky no;mal form
grammar G’ tnat represents a ,grammar G, to obtain a

derivation in G from a derivation in G'.

V. LEXICAL .IMPLIFICATION OF CONTEXT-FREE GRAMMARS

¢

/Hy syntactic theory for the ERICA corpus is nignly
dependent on the use of a dictionary to classify words
according to grammatical categories. When an utterance 18
to be parsed by the grammars I use, tne utterance is firsc

convertes to its laxical form (which may be ‘shorthand’ for




several alternative forms). The yrammar tnhen sees oaly the
alternative forms and never gsees the original utterance.
The wvocabulary V of the grammar does not contain the
actual words in tne utterance but only symbols for the
grammatical categories, plus additional symbols.

It represents a philosopnical-psycnoloyical
jJuestion as to whether the dlctionary exists separatéiy
from the grammar (as I believe) or as only a shortnand ior
rules in the grammar, I will discuss this further in
Chapter 4.

I shall say tnat G admits of lexical simplirjcation

just in case:

1) there is a non-empty subset DP of the 3et
of rules P such that for each p «DP, p is of
the form

A ->4
Wwhere A 4is a non-terminal, and d 1is a terminal ofi G;
2) let D = {da 1 A=->4da 1is inDP }, called -

the set of lexical symbols., Then, no d ¢ D ocecurs in
any rule in P -~ DP .

Many of the grammars useful for natural language

admit to lexical simplification.
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The gain, computationally, is that a different procedure
can be used on the set D of symbols tnan the procedure
used for the grammar as a whole, provided a larye number Of
symbols get put into tne class D (3).

Clearly cf3 exist that cannot be lexically
simplified. One such case is the grammar consisting Oof the

following productions:

oo w

e
nnmnn
]

VV NV
(o e A B 4

No non—-empty set DP can be construccted, since the symbols

a and b occur in rules (1,2) and (1,3) respectively.
Hence, adding a lexicon to this grammar is aimpossible. A
different grammar for the same languaye would, peruaaps,
allow a lexicon. But the lexicon should not change the
structure -of derivations 1in the language, oaly simpify

them,

The conceptually 1interestia, fact apout lexical

(3) Programming languages such as AiGUL-60 oiten
have their syntax defined 1ia terms of context-free
grammars. Accordiny to such definitions, oue would believe
that the parser for an ALGUL-o0 compiler ran straignt
through the derivation of the pro,ram during compilation.
In fact, this is not the case with any actual compiler I am
familiar with. 7. practice, compilers take advantagz of
many things about the languaje in order to gain greacer
efficiency. An example is the searcn for numbers aad
arithmetic expressions in tne proyram. This searca is
customarily implemented by a different routine that louxs
especially for expressions, and replaces tnem beforc th:
actual parser sees them. [nis is apalogous to navin; a
dictionary system for natural lan Ge

e
1)
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simplification is that it can jreatly reduce tne ‘parsing’
machinery when the surface lanyuage has a very large
vocabulary that can be classified (pernaps with great
overlapping) into a relatively small numoer of "grammatical
categories . Moreover, if this 1s happening we have, among
other things, the basis for probabilistic rheories of_
sent.enca production, based upon the prowvaoility of uttering

lexical forms rather than actual strings of words,
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CaAPTER 4 -— A GRAMMAR rOR ExICA

I. TIHE SIMPLE MODEL

There 1is a straightforward way to geénarate a
probability space from a cfg: assign a non-zero parauneter
to each rule in the grammar and require that tne parameters
for each class of rules with a given left-haad-sile sum to
1. It is easy to see that this jgeaerates a non-zero
probability for eacn sentence in L(G), and that tne sum

of the probabilities over L(G) (possiply an" infinite
_ ~D

set) is 1. '

For example, consider the grammar -G

G = <V,[,N2,P> , where

V = { NP,ADJ,AD?,N }
and !

T = { ADJ,N }

and p hés the rules
) NP -=> N
) NP => auP N
) ADP =) A3J
) ADP =) ADP ADJ
(this is a noun-phrase grammar).
Then L(G) is ’‘nfinite since rule (2,2) may b

applied recursively so that for each natural number n,




ADP 33) ADJ eoe ADJ
G n times

(sometimes uenoted ADJ “n)

and hence

NP  ==> ADJ "n N
G

for each natural number n.

Suppose we assign the following probabilities to the rules

in P:

DISTRIBUIIGN D TO RULES IN GRAMMAR G

Rule Probability

(1,1) 6
(1'2) .4
(2,1) o7
(2,2) 3

(this is nQt unreasonable);

then the noun-parase

*) ADJ ADJ N

NP
ia parsed by the tree T%*:

N\
& h

) ADJ

I shall say that the conditional probabilicty of épplying




12 .

rule (1, 1) given that somz2 rulz in tae i-class is to be
appliediis the parameter associateu wich 5(1.;). ana 1
denote this paramecer bi,]]. rne.g;obab;{itz agsociated
with a tree T 1is the product of the parameters of the
sequance of rules that gJenerates T. Hence, the

 probability of i is the expression:

. p*) b{1,2]*b{2,2]*b[2,1]
which evaluates to .084 for the distrioution L given above.

. /

L3
II. PROBABILITY AND LINGUISTICS
while L(G) 1is 4infinite, che probability of
generating the noun-phrases of increasing lefgtn decreases
\ geometrically. . Yost of the probability is represented by

“ the noun-phrases in tne following list:

NOUN PHRASE PRCBABILITY (by Discrioution )
n .6
adj n .28
adj adj n 084
adj adj adjn , «0252

tot}al 29892

-

Thus only about one percent 1is shared by th2 remaiaing
infin{tely many noun pnrases in G under the

distribution. It 18 the thianess of the tail Qf the

.~




distribution of noun phrases (or seantences) that makes it
plausible to use cfg in predicting fiaite samples of
speech. The importaance of this point is that it commits us
to dealing probabilistically if we arexto make sanse Oof the
idea that cfg can describe 1linguistic behaviour. Moam
Chomsky (1) often proposes infinite grammars as models for
speech (though he might not say it'was a model), but at the
same time shuns probabilistic treatments of grammar as
being 1napproptiate. The data, hoqpvgé. are clear on ;his

Fy .
muchs given a system (such as my dictionawy) for

classifying sentences, the noun-phrase

ADJ N
is more likely thaa

ADJ ADJ N
and

ADJ T1000 ¥
has virtually no likelinool of being found. S0 we clearly
cannot hold that all sentences in L(3) are egually
likely. If we want to examine the phenomenon at all, the
only plausible explanation, givan the accepgtapility of

context-free grammars as models for sgeecn, 15 to atffix a

- (1), Ssee Noam Caomsky, "Quine’s Empirical
Assumptions in oris and Qojections: Essays on the work
of Wo V. Quine, D. Davidson and J. Hintikka (edicors),
Dordrecht, Holland, 1969, pp. »3=u8,
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probability measure to the rulas of the Jrammars used to

model the speach, - '

Y
\

\
In the evant that a givan santence-~-type nas two or

v

more trees generated by a grammar G f’then G 1is said to

be grammatically ambiguous (cf. Chapter 3). A prooaoility
distribution on a grammar generates a probabilicy for eacn
tree. When a sentenéevtype has two or more trees, the
obvious solution 1is to sum togetnef the probabilities of o~

the trees.

For exampla, if we /add rule (2,3)

(2,3) P -> ADJ aDJ

to G above, then the probability of *) is giveu by

i

*)" bl1,2]1*b{2,2] + b{1,2]*0[2,3]

where b[2,3] 1s the probabilit, of (2,3). (Of course,
Distribution D cannot be used unless o{2,3] 4is 0. 1If a
rule (4,j) 1is to have probability 0, it is a suparfluous

- _ Fule in the present context.)
The guestion may quitas appropriately arise: why
the particular probabilistic model imposed vy fixiug a

probability on each rule? lhe asswer, I wvelieve, is |

inherent '1n the idea tnat the notion of cfy tries to

capture, if not in the formal definition itself. Thne iaea

of a cfg is that a given rule (i,j) 1is used to replace




N

its left~hand side without regard to the rast oi the

ree

into which the replacament is macde. Consiler the (par.ial)

traes T1 and T2 in the grammar G

“\

T13 . i

ADP N

’
\

\
—

_- NP /,/ - 4
wd i::><‘u , i’
’///’ e S \

ADP ““ADJ u 1

in relation to :the rule

(2,1) AD? - ALT . \

If we suppose that (2,1) has a probability .1 of beiay

appIied\ to

Tt , and pz of bein; appli2d to 12 , such

that p! is not equal to p2, thean I would claim

tnat the

underlying grammar 1is actually conte«t-sznsitive since we,

. - / - .
are apparently lookinyg at the “"econtext” t) decermiie which

probability is appropriate.' A proof of the claim mignt be

to show that an algoritht suitabls for determianiag which

probability to’use would not be calculable, 4in yeneral, by

AN

.80

\
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a push-down aufé@étcn. Wn;ther tnis woulu be complétel;
persuasive/or merely begging the question is dervatable.
Talking about the probability of @yenerating a
particular sentence inherently uses performance” language
and standards, 1i: tnat we are brov;dmng A nodel for
observed 1linguisti. _csnhaviour. A8 much as oane mighi be
disposed to finding this an inappropriate appéoach to the
philosophy of language, the#e is thig muen to wither
account for or dismiss: it is commonplace to assert titC

some things are more likely to be said than otners, ani tne

hara evidence supports this completely.

This point can pe illustrated by looking at two

"recursive rules from tne grammar GE1 tnat I bhav.
deVeI;;kd for use with ERICA (see 'Table 3 for the comple:e

GE1). The rules are:

(1,2) ADJIP => ALJP ADJ

(14.2)' ADVP =) ADV ADVP
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Kule  (1,2) 4is tne recursive adjective phrase rule, and
rule (14,2) is the recursive adveroial phrase rule.
Tables 1 and 2 give the sentences i.a the ErRICA corpus that

required these rules (2).

.-

(2) The method used for obtainin, these results
will be explained 1ate§7 in tnis chapter. Ihe point of
introducing the results ahead of their explanation 1is to
make a point in regard to the low probapilaity of long
strings of adjectives and adverbs. Incidensly, 4t  is
implausible, 1looking at the results in Chnapter 2 on the
length of utterances, that the length of the utterarnce
alone is a good oporedictor of the number of, say, adjectives
used. The fact 18 that the teudency to use repeated
ad jectives drops off more quickly than the tendency to
increase length would indicate.
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-t h D p o d LA NN N -

O A . T S O GO i s R I ]

-

No.
fREES

of Sentence Typ2

TABLE 1
SENTENCES IN ERICA THAT REQUIRE
TAE RECURSIVE ADJECTIVE PHRASE KkUE
GRAMMAR \GE1

RULE: (1,2) Aadjp -> adjp adj

No.of Usages of Rule
(1 1f blank)

(6 R P . T JE Y i i S

-t el d D e D h wd cd e oD e D od

adj adj n
ad) adj adj
aij adj
neg adj adj
persp link art adj adj n
pron link art adj adj n
adj adj n n
adj adj pron
aij adj'adj n
aij adj n v prep
adj adj n v art n
adj adj adj adj adj
adj adj n orep art n
adj adj n mod neg v qu n
adj adj adj adj adj adj adj aij
adj adj r. conj proa aux v-art n
adv adv adj ad)
(one per tree)
adv link art adj adj pron
art adj adj
art adj adj n
art adj adj n v
art adj adj pron
art adj aaj adj n
conj art adj adj n.
conj pron link a2j adj pton
conj persp v art ad) adj pron
conj pron link art adj adj proa
int pron link art adj adj n
n link art adj adj n
persp link «1j ad}
persp art 4j adj n
persp v art adj adj n
persp link neg ad; aij adj
perep link neg gu adj adj ad}




e

pn link art adj adj n
pron link adj ad)
pron art adj adj n
pron link art adj adj adj - 2
qu adj adj n

—_— b ol ol b
- o = o oD

SEITENCE TYPEZS = 139 [CKAENS = 03

|

TIMES RULE (1,2) WAS USED = 58
TIMES USED®*FREQUENCY OF SENTEMNCE = 88

NOTE: Due to jrammatical ambiguicy 1. the corpus,
the above statistics may be misleading.




TASLE 2
SENTENCES IN EZKICA THAT ~EQUIKE

THE RECURSIVE ACVERBIAL PHRASE RULE

CRAMMAR GE1

(14,2) advp -> adv adv,

No. of Usages of
Rule (13,2) -

inter link adv aiv
persp link adv aav adj
adv adv adv
adv adv adji n
adv adv adj adj ‘
© T persp Iink adv adv ad) proa n
pron link adv adv adj

N MNUIEN o N s -

SENTENCE TYPES = & SENTENCL [fOK=NS = 29
TIMES RULE (14,2) WAS USED = 10
TIMES USED®*FRECUZNCY = 31
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TABLE 3

GRAMMAR GE1

RULE

Nt s S S

NNNNWWWT » e CONNNNNS ©» » b =2 b e v -
Nt Nt Nt Vgt s P Vgt St

[N
S WN=2e » ®* @ Ned® ©» » 9 % o v 9 WHNbde » o » % v (YN =w « ® » WK -
Nt Vsl Nt Nl Vet Vgl Vit Vol v

PN BTN TN TN LN e, OV TN TN g, P e, TN T PTG TN BTN TN SN TN TN RN g, TN N BTN P, N N e, N P gy, P P g,
st Vst St s

WWWwWea adadad (NN dad adadadddNDNNSD=aNNNNNOYOOONN- o a

ettt N A N B (N DB WA = Rt ~rnrnr N = U s W N v N) = D) = v

- w w 9 NVUVTOOe e

adjp -> adj

adjp -> adjp adJ
adjp -> advp adjp
advp -> adv

advp -> adv advp
juart -> gu

quart - art

adp -> adjp

adp -> det

adp -> det adjp
qadp -, adjp

3adp -> quart adjp
qadp -> guart

gadp -> det

qadp -, det adjp
det ~> pronad]

det -> padj

nouny -2 pn

nounp => n

noung -2 pron

np -> npsub prepp
np -> apsub conj npsub
np -> npsub

npsub -> persp
npsub -2 nounp
npsub -> adp nounp
npsub -)> quart nousb
npsub => quart adjp nounp
vbl -> auxilp vp
vbl => vp

auxilp -> auxil
auxilp -> auxil neg
auxil -> aux

auxil -> mod

vp -> verb

vp =) very prep

vp =) verd np

vp -2 verbL np np
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OO b b o v e
e :J -— :‘) e et P ™ ;

v» o QGUPe © = e
W N bte @« NLHhiv—re + o« =
N

BB D e YN N e e ol (W W oW
S Nt B b

PN g PN LN PN i, 8 N e, TN O SN LN o PN e T

(4,4"

32

vp -2 varb prepp np
vp ) VeriL ng prepp
vp => verb np prep
vp =) verb prepp
verb ~> v 8
verb - v neg

linkp => link

linxp —-> 1liux neg
nom -)> npsub prepp
nom =) npsud conj npsub
nom => nomi

nom -»> jadp

nom1
nomi

BV RN R VRE R TR I R SR B BRI TR BN R R e B B B
{
~

- npsub

-> nomi npsub

nom

incer

subj vbl

inter vbl

subj linkp prepp

inter linkp

mod subj

prepp

lin<p sub) yaip
inkn suo) ny

aubj) linkp np

sy -, linko gadp

auxilp sabj v

a3, Lp vol

supn) linkp np np

auxilp subj np

auxilp subj

verb

intadv auxilp subj v,

intadv auxilp subj

incadv

verb subf

advp suoj auxilp

subj auxilp

alvp

iniLer sunj

inter linkp sub;

inter np vbl

"advp subj vol

vbl supj prep
verb subj np
intadv subj vbl
auxilp v

advp linxkn subj
linkp gadp

inter linkp advp
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a -> subj vp auxilp

a ~) inter auxilp np verb
a =) subj linkp

a ~> inter auxilp advp
prepp -> prep np

subj
subj
-)
-
-
->
->
->

RO E0 DG
'
\Y,

=) np

=) np prepp

a
aff int
int act
neg a
aff a

a aff
neq

aff

int
con j
aff aff
int int
neg neg
conj a
a conj
int a

a int

~
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Tables 1 and 2 snow the following trend 4in the
gsentences that use' the recursive adjective/adverb phrase
rules: the tendency to use thae rules cepeatedly is amall.
Table 4 shows the type/token counts for the raepeated usages

of these rules.,

TABLE 4

REPEATED USAGES OF KRECURSIVE RULES (1,;

FULE (1,2)
~O. OF TIMES USED TYPES

1 31

2 ()

3 0

4 1

S o)

6 Q

7 1
Totals 39°

!

NOTE: This counts sentence type

alv adv adj ad; :
only once, rather than counting for eacn
the 5 ambiguities.
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KULE (14,2)

NOTE: This count uses for each sentence typoe the
‘?ramm?tical ambiguity that had the most usayes of rule
14,2).

IIT. MAXIMUM LIKELIHOOD ANZ ESTIMATIONS

If S 1is a set of sentence types, together with a
non-zero frequency for each santence type, then 5 is a
sentence sample. The question, How well does cfg G
describe the syntax of saméle 5?" is one that can be gyiven
meaniAg in terms. of a prooability distribution on G.
Several kinds of tests are available to determiue cthe
"goodness of £f1t" of G to S. Among tnese, the mathud Of
maximum 1likelihood stands out for 1its well-understood
properties., The method irnvolves two steps: 1) estimacing
the parameters (in this casa, the b[i,]j] ’‘s) 8d that the
probability of S given G 13 a maximum; and <) usiny
some test to evaluate the discrepancy between thne Oobsecrved
frequencies in the sentance sample S and the gxpected or

theoretical gggguenéies provideu by the escimated

parameters.




~

N3}

Siven any assignment Of probabilities oii,1} to

the rules of G, such that for all i,
b[ivj] =1

we have a probability for any sample S. If Kk 1s in S,
lat FREQ(k) be the frajuency associated with x. Assume
that no k in § 1s a lexically ambiguous form (see
Chapter 3). Then let PRO3(k) be the expected probapility
of k, computed by first finding cthe proovavility or each
tzee for L3 and then summing over the probabilities for

11l such trees, as above. The probability of S 1s then

given oy the likelihood aeguation:

,
"

FREWIK

L) T PROB(Kk) .

bd

If G 13 grammatically unambiguous, cn:zp Los 2N
K in 8, PROB(k) is a product of som; of tne bli,3] ",
and the rroblem of finding values for tne bli, 3] ‘s th
~aximize L nas a simole analytical solution (3).
If there ar2 § rulas i3 class 1, the. We 55 .
say that this class contrioutes bl indanuien
parameters. (Tais is hecause tne rules must sum t©o |}

- Y . 2 > i W

\3) See [Sugpés-1] for a simple derivac:on. {on
solution 1is obtatned by taking the 1lu(L) (ths natur
logarithm), comsuting the partial derivativaes wita Ies ¢

i

to the parameters, anl solving the rasaltiay ot .
equations.




each class.)

"For the analytic solut}on, we need a simple
concept, the USAGE(i,j) of rule (i,j). For each i,j,
let USAGE(4,j) be the number of times that rule (i,j) 1is
used 4in deriving the sentances in 35, weighted by the

frequencfes. For example, if the ruie (i,j) is used on

i

three sentences K1, K2, and k3, with irejuencies
£1, £2, and £3, and supposing tnat rule (1,)) is used

twice on k3, then USAGE(4i,j) 1is
£1 + £2 4+ 2%£3 .

The analytical solution then gives us an estimate

for each b[i,J], the parameter associated with rule

(1,3), by tne formula

b{i,j] - USAGE (4, J)

. ¥ USAGL(i,))
r

The b[i,3] ‘s tnen are such that L 1is at a maximum (4).

Let G be yrammatically ampjquous relative to 2
sample S if and only if for some x 'iun S, k has two

or more G-derivations. (Notice: that the above maximum

(4) The solution to the maximum likelihood proolem
for the unambiguous case yenerates Ouly probabilities thac
are in the interval {0,1], wanica 13, of course, the
meaningful range for probabilities, Maximum likelihood
methods often have to contend witn solutions outside of
this region.

/

/

\() "' !




likelihood solution regquires only nou-amoiguity of the

grammar relative to sample S under consiaeration.) If,

however, G 138 relatively ambiguous, then ihe analytical

solution to the maxﬁmum likelihood problem is not xXnown, to

the best of my knowledge. 1I.. general, the expressions for

the probability of| a given Kk 4ia S will be tne sum of
products, and the terms of the maﬁimum likelihood equation
become quite complicated.

In an effort to approximate the solutions to these

equations I hgve used a numerical analysis program called

MINFUN (5).

¥
y

In my experigkce, a reasonable approximacion

appears to arise fr what I call the gyual welizpt-

approximation method. Cbnsider a Wentence~-type k wirth

n trees, and notice| that 4if we had the appropriat:
weights for each of the treas, we could use <tnam te
divide up the obsetvéd\frequency of K and tnus compute
the correct USAGE(i, j) ﬂfr each rule (i,])). If thefe is
only a limited amount of! grammatical ambiguity (say; lrga

than 5 percent of S), then to welynt equally the o tree

~

for terminal-form k 1n\ S seems LO give values fur the.
N |

1
i

b(i,J] ‘s that are very 1little different Froy B
MINFUN=-generated values, \(Criginally, I used the ejua.
weights method to prepare 1$it1al values for MINrUN, anc

found very little improvement even after mours of searching




the probability space for improved values,)

©

IV. CHI-SQUARE AND GOODNESS Of FIT TESTS
\ .

-,

Aay paf;&éhéf‘eatimatton fixes. A_ﬁpggpgbility on
esach sentence type K in  s. It ramains to test the
gocdness of the fit. I used two main methods augmented by
several other statistical procedures. fhe main methods are

the_chj-square and_modifi€d chi-sjquage tests.

/

”

/

(5) T would like to thank Mc., Clar< Crane of tne
Stanfotd Computgr Science Departrnt for permigsion to use
his program MINFUN for this purpcse. MIonrUN was written in
Os/Fortran fo;/the IsM 360/67. I rewrote it for use on the
PDP-10 in Fortran.IV. i Cem e —

MINFU{ estimates the maximum likelihood values for
the parametgrs by being fed the negative logarithm of wne
maximum likelihood eguation, as well as the partial
derivatives thereofs I wrote several programs to perform
this monumental e juation writing and symbolic
differentiation, passing, the eguations o/ che FORIrAu
compiler for linkage to MINFUN by the loader. Details of
this process are available on rejuest, but are not included
here due to their basic irrelevance.

TO resolve the equations that are gsnerated by even
a small sample S (say, tane sentence types in ERICA with
frequency >= 5) requires a great deal of computation by
MINFUN.. To deal with the entive distribucion is juite
impossible. Each new grammar kB requires completely new
analysis,

with 75-plus independent variables, this problem is
gquite messy by tas MINFUN program. I nave experimented
with several other programs, however, and o6nly MIM'Jn has
the necessary understanding of the problem of forbiddan

regions, which arises when parameters pass into values
representin physically or conceptually impossible
situations (here, the forbidden region is proocabilities
outside the region [0,1]).
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The chi-square test is well=known for its
distributional properties. Let SUM bpe the sum Of the

frequencies of all k in \s, and let EXP(k), the expected

freguency of k, be

SUM * PROB(K) .

i
The chi-square contrjibution of k is give by the formula

, 2 o
(FREQ(x) - EXP(K)) . .
CHISQUARE(R) = .
EXP(K)

/

I shall say (somewhat imprecisely) taat the chi-sguaze
\

statistic associated with a model 48 the sum over K ot

CHISQUARE(X).

\

\ .
Tables of the lavel of siguificance of wlie

chi-square test are comnonly availaole in any statistics

!
i

- To compﬁte the level of sigynificance, aaother
1mportan£ factor 1sfghe degrees of freedom. lwtuitivel,,
this is the number of things that are beiig predicted Dby
the model. 1t is the number Of senteuce £yyes less the
number of independent zgxameters in the mouel, less 1
xsince the fact that the probability must sum to 1 removes

a degree of freedom). The number of independent parameter:

is
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Y (3=1) such that there are j rules with the
i label (1,k), for some k

Some of the problems aésociated wita using tne
chi-square test are:

‘1) The test should not be applied to se .enca-typaes

kK such that EXP(k) ( 5. This 1is a rule of thumb
fesulting from the protlem that S is a discrete
distribution while the cﬁi-Squara is based on a conc;huous
61stribution. To counteract tihis problem, my aéti;ating
program grouped togethar the expected ana observed
frequencies of sentence-types k whaera EXP(x) < 5. ina
grouping was done somewnat ﬁrbitrarily. I am not really
happy witn this sofution oL groupin. unless tne
sentence-types can be Jjrouped according to soma Criterion
that makes the groun plausible.

2) Ihe chi-square test i3 unrealistically seasitive
to seiitence-types with smaller expected fiequeucies., [his
is becausa tne chi-square is a continuous distribution, but
the applications often made are to discrete dlstributions,
as is the case here. An attempt often maae to correct for
this manifestation of the coniinuous nature of cani-syuare
is to subtract a small value from the term

= FREQ(K) -~ EXP(k) |
]

98
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used in the numerator of CnISQUARE(k). This correction for
continuity has little efiect oan the cells at the top of che
distribution; it is largel?’felt at tne bottom where the

disparity between the discrete and continuous distribution

is greatest.

/ The second method usad for determining tne yoodness
of fit is the modified chi-square, which simply reverses
the role of EXP(k) and FREQ(k). 1Ihe contribution of Kk to
MCHI2 1is

‘ 2
. (rREa(x) - EXP(K))
MCHI2(K) = =—=-

FREG (k)

" The point of the modified cai-sjuare 18 to minimize thu

effect of a few cells with very small expected frejuency.
V. GEOMETRIC MODELS FORXR CrG

The model for a cfg that has j=1  1independant
parameters for each class 1 of rules of cardinality
is called the full gagaﬁfte; model. It is, howev:r,
possible to wuse only one parameter per class by ran<i.g

rules (i,J) according to UsSAGE(4i,j) and applyin, one o:

several distributions that use only one parameta2s., I
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Appendix 1, several molels for the length of utterances in
ERICA are discussed. Examihation of the properties of the
several distributions used in Apgﬁndix 1 (yeomecric,
poisson, negative binomial) guickly reveals thac the
geometric is the most(plausible. The method I wused for
applying tne geometfic distribution to cfg is: order the
rules {1,3) 1in a given class |, remove unused rules
(which therefore have probability O0), and epply thé
geometric distribution;-i.e.. with a single parametaer D
the probability assignedi to tne top rule in the Class is
(1=b); to:the next, b’({—b); to tne third, b 2%(1-p),
and so on. The last rule gets all tne remaining

probability, hence the distribution 1is a  truncated

geometcic. Then solve for the value of b that maximizes

the probapility tnat the USA§€ distribution was oObtained,
gtven the geometric model. B

L Most classes of rules lend themsalves quite well to
the geometric model, and tne chi-sjuares are = litcle
different. The gain, statistically speaking, 4is 1ia the
number of independent parameters involvea in the model.
Some classes of rules nave 40 members, and to\ predic:z the
USAGE’s of all these with only one paraméter is somewhat
impressive. Conceptually, it luggesta a mechanism for
syntax generation based on the class of rules that’can

effact a certain replacement (e.g., the rules that replace

100
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P

the noun phrase with a pronoun, a noun, a determinsr-noun,
etc;)m

Since various models have dJdifferent numoers Of
parameters, the best ovaerall comparison I offer is the
chi-square (or modifiéd chi-square) divided by tﬁe déérees

of freedom.

VI. LEXICAL AMBIGUITY AND' PROBABILISTIC GRAMMARS

Grammatical ambiguity is unpleasant 1in taat ic

generates numerical §idbiam§ that have no nice aolution, -

but at least grammattéii// ambigyul ty represents a
conceptually clear ’problem. Wwa have a sentence-type, ani
there are two or mors trees for it. Tue case Of lexical
ambiguity is more puzzlingj.

Let the lexical form of a given sentance be the
result of substituting the .dictionary classifications for
the words in the sentenca. A word is laxically ambiguous
if the classification for that word represeats ehs—gx nore

grammafical categorias. (See Chapter 3.) A . lexical forn

is a Sterminal form (or, alternatively, a sentence type)
only if there are no lexically ambijuous words in the
original sentence. In allowiny the multigcle
classitfications of words in the dictionary, 1 created .he

situation of never being quite certain as to what terminail

i
/
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K)

form a given utterince had. for exampla, 93 saentencses in

ERICA had the lexical form

\

I ————
[

*) pron#aux.ptonllink art n.

-

This lexical form could represent either of tns cterminal—

———

to;ms R

)’ pron aux art n

or

—

#)°° pron link art n ,

Lexically ambiguous forms, sucn as *), can be
thought of as a kind of shorthand, useful Zor a prograamer
but conceptually baggage that needs removal, Terminal
forms such as *)° and *)’’ use only symbols in che grammar
GE1 , whiie ") cannot nave a probability accordia, to GE1
without an ‘explicit way of treating lexically amoijuous
forms in a sample.

Since the dictionary introduces lexical ambiguity,
it is appropriate to ask what is the dictionary’s status in
the analysis. One view is that tae dictionari is a
computational way of handling what is ian fact a very large

grammar. In ®*), the symbol - _j4’

prdnlaux.pronllink

:\\ -l 02
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3
. ' -
1s the lexical classification given to sucn & coatraction
pra .
as the word
that’s . .o TT T “

"I we adopt seriously the view that the .ictionary 18 a
“programmer’s fiction”, then we need to replace the " n
dictionary with the underlying gramﬁar upon which the
analysis rests. Ihis grammar would include a rule like

h =2 boy '
for a word such as

~ boy
L3

‘that is classed as a noun (the symbol ‘n’). For the word

‘that’s’ we could include rules like
f

pronfaux -> that'’s

pronflink -> thac’s .
Actually, this 18 not quite context-free; however, we can
‘remove contractions as we scan for words (the algorithm for
which is représentqggo by a finite’automaton since it need

& f

only look at some fixed number of cCnaracters at ond<
timo;-porhaps three.) Then, add sucn context-free rules as

pron -> that

aux -> 1is

link => 4s .

An advantage of this method is that the cerminals

of the grammar are actually\ words rather than symbols

103
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standing for classes of words., Moreover, what I call——

N
P
e

‘lexical ambiguities would actually be grammatical
ambiguities, and hence according to this super-grammar,
sentences could have well-defined probabilities. But the
astounding grammar t@ds would generate would "have over
4,000 rules fgr ERICA, and likéwiso. the tpll-patameter
@odel of the probabilistic ‘grammar would have 4,000

tndependent variables. This would so dilute the evidence

" of the data that we would have o, p;&babilistic theory

left, and all but a few cliché-utterances would have
negligible probability, even it I an the computational
energy available, which. I havaq;;.’ I'ne use of the
dictiénary moves the ~theory-testing up a ievel of
generality, from actual ?ttetances to 1ex1?al forms of
utterances. Abandoning the dictionary, I should have to
oredict the occurrence of individual wordg, ahd there
simply is not enough evidence to do this ().

There is a deeper reason than practicalicty for

keeping the 1lexicon. I cannot believe that the simple

. parsing of simple sentences requires of a child the kind of

computational energy that would be rejuired of a comp?ter

to handle a 4,000-rule context-free grammar. My experiénce

with parsers, both in connection with this work ané in

(6) The lardge [K-F] corpus, referred to in Chapter
2, had over 1,000,000 word tokens im tne sample. Even 80,
the frequencies given for many words are very 'likely not
rapresentative of written English, ’
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relation to system; programming, strongly suggests that
thi; "brute~forca” approach is not at all plausible.
Hence, 1 am préne to believe that a lexicon plays an
important theoretical rola not to be subsumed by a grammar
as such, This 1is another manftos;ation 6:1 the.
computation-performance orientation taken in this work.
' As an example of the theuretical role that I think
‘“—*;xZL;:igiiz_Eﬁiz— dictionary as- pliyinq, _consider the classic
ambig;ous'sentence: '
#) I likae £flyinj planes. ‘
The ambiguity 15 of coﬁrla whather the 3peaker/1ikes to fly
planes or 1likes planes that fly. I would g§aign to %)
the lexical form
= #)° persp mod,v adj,v n .
Cf the four alternative terminal forms represented by *)’,
only . two  are parsed by the grammar G%1, and eacn of these
corresponds to one of the axpectad ambiguitiea. hote chay
the other two alternative forms were rejacted by GE1 as
being ungrammatical., ‘cre are the trees, as generated by

grammar GE1.
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DERIVATION OF PEREP MOD V N

BY GRAMMAR GE1

.....\.....

subj vbl:

np\ auxilp vp
npsub auxil verb up

L ]
persp mod v npsub
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DERIVATION OF PERSP V ADJ N

7 BY GRAMMAR GE1
s
a
\ - . .
) | subj vbl
| rp vp
A . e N .
! o eecso0oo e
| npsub verb np
\\ | ) - {
persp -V npsub
\ o
N - ) coLooc
\ \ L] [ ]
\ adp nounpy
\ ~ ad- .
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Tne ambiguity.ofv‘) is” 1¢x1c§}J accoraing to Gbl
since the ambiguity " s _totally dependent upon the
classification of the words in *). A view of bow the
hearer ' processes and responds to this sentenca that is
consistent with my wor; is that he first looks up tg; worza
1& his dictionary (perhaps really a pre—selected

| subdictionary depeadent upon the context), and then parses
‘Zﬁhe regsulting terminal form according to some grannar,
\Thus, wﬁich of the ambigrities I select depends on wﬁoth%t
/I "see” ti}ihq as an adjactive or a verp. Wnen tne 1n1:1?1

selection g&ts mé into some kind/of difficulty, I return{to

the lexicon :for a subtlcr/’;palysis of the words in the
oentencg.‘ o

For my purposes, I used three technijues to

eliminate the lexical ambiguities prasent in ERICA. These

methods are déacribed below.. r

A. SPLIT THE PROBABILITY

N The first thing that I tried was to divide up the

obihrvcd fresjuency among thé. 1ex1c;}\\and grammatical

ambigui;ios. This methcd was an\\extension OfL tna equal
weiéhts approxiriation for grammihicﬁl ambiguity.

éélittinq the probability betwean lexical

ambiguities corresagonds to- the assumption that the

’ dictionary plays no theoretical role. Since I believe tnis

is false, the method is a purely ad noc way to yet a

« - 108~




meaningful probability distribution. I will desci‘Se it
since I think it is an alternative that has co be dispensed
with in order to understand the importance of tne lexicon.

.

Actually, there are two variants of this method.

‘They are:.

9

1) Lot FREQ(k) be the frejuency associated with k
in —§. Then, if k has n alternative forms, let the
corrected observed ggggggggf of each alternative form be

FREQ(Q)/n. This simply \assuma; that each alcernative
form is equally . likely.

2) Let COUNT1(k,n1) be the rumber of derivaticns

4

for each n1 altordat1Ve form. Tnen, let COUNI(K) be the —

v

sum over the n alternative forms of COUNTi(k,n1). Tne

corrected observed df form nt is then :

FREQ(K) '* COUNT1(k,n1)

COUsT(K)

Both versions of the probability-splitting me.hod wearwu
used, but I do not report';he results in detail.
B. RESCANNER METHOD
A second way of handling the proolem i3 to deviase
an algorithm -for looking at the lexical ambiguities and
deciding how to ;shdlo tha%. One explanation for this
method is that it wqplé ext]nd the "mechods” of the grammar

i
to cases formally beyond the grammar. This interpretation
! a

—
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- .
better .fits\ the probavilistic m‘thod (C below). What i\
have in mind in the rescanner model is sometning else.

The theoretical hypothesis I'hava.in mind 1s-  thak
the 1initial response to a sentence consists ol putting the
sentence into a lexiéal form, ig_;gg;gé - initja
disamhigu&;;on, then proceedin; to parse tne terminal form

PE, forms. If the sentence has a clear ambiguity (such as

//1n many jokes, where tha clear point 1q to have an appareﬂt

ambiguity as the bapis of the humor), then the lexical form
will be ambiguous; however, the listener will usually
select the most 1likely classification fgcom the laxic
alone for the first pas§ at parsing the sentence. In the
abov% 'flying planas’ example, tne listener might ’classify
the word ‘flying’ as a verb before the parsing aljorithm
was even called. This maetnod of lexical disampi,uation 1s
specifically orientéd towé;d the listzner. \
C, PROSABILISTIC MODEL
The most satisfactory mathod of lexical

disambiguation I have implementead 4is based on <che |

probabilistic model. Briefly, each of <the lexical
ambiguities is aﬁizgned a probapility, and the most likely
ambigulty selectdg. The exact datails of this ;pprbach are
given below, after a discussion of the grammar Gpi.

In the ‘flyiny planes’ sentenca aoove, the

alternative form

110




. persp mod v >

had prdbability .0014, and was hance selected by the model
over th. form. '

~ persp vadjn -
which.had provability .00016. The g}ammar would therefore
select the reading ofe tha sentence which means that the

speaker likes ‘td fly planes,

I am not. personally convinced cthat this is the o

correct apprcach to lexical ambiguity. particularly, 1

think that ambiguity is really semantical; out this ,doea

not p:eclude the possibility that disambiguation is’ done on
the basis of synta; alone., I assume that tna £full
machinery 35 ianguagg— processing 1is seldom called into
play. V

However, the probapilistic merl doea one thinyt
it provides a concreta exauple of tﬁe meaningful use of a

probability measure on a context—free grammar.
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- VII. THE GRAMMAR GE1

As mentioned, Table 3 contaias the grammar GEl.

This grammar is someihing of a compromise as it was

7
developed ffom the interacting tension of four criteria,

which are:

1. recognize as much of ERICA as possible;
2. mifnimize both grammatical and lexical

T ambiguity;
3. provide a yool probabilis.ic model for
the 3ample ERICAj .

and, most importantly,
4, provide a jood test for tne semantical

theory I had in mind.

Better grammars could no doubt be written for any one

Rather tha.. include a whole complement of

single purpose.
triea

grammars in tnis work, I decided to include one that
I am pessimistic apout tne future

to be a complete model.
of probabilistic grammars unless thay are implemented 4ia

service of disambiguation and semantical evaluation.

the
Needless to say, grammar GE1 is the product of many dJdozens
/ I

\
/

of discarded grammars.
‘several hijh-frequency lexical fd:quarb cagsualties
] ,

of GE1, and are not recognized at all by tne grammar.
’ /
Appendix 5 lists those forms witn frequen:y greacer tnan Or

equal to 5, and shows: 4) now many 1
lexical ambiguity;

were in a form} i1) how many trees per
/

1

xical ambiguities

112
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1i1) and the forms with frequency ,= 5 that are not
recoynized by GE1,

Some of the high-frequency failures of GE1 are

NUMEE

1) 28 adj adv .
Adding the rule

s => adj adv
will of course parse this terminal form and will do so
without affecting thg rest of the grammar at all. There
is, however, 1little to be gained Dby such an ad hoc
solution; indeed, adding one rxule to recoynize one
scntence-typé is something of a loss. Or course, any
corpus of n utterances can trivially be recognized by a
cfg with n rules, 80 it is not surprising that a single
rule can often be trivially added to a grammar.

2) 26 mod persp v,mod prep,auv adv

10 persp v,mod prep,adv adv

Many of the forms not recognized rupresent a
complex  verb phrase, perhaps including modai veros, .
prepositions, and adverbs. My efforts to include thesa in
L(GE1) resulted in many added grammatical amoiguitics
elsewhere. A minimal distiaction reguired to deal with

verb phrases more adequately is the transitive-intransitive
/

(7) 1t is my practice to precede utterances, woras,
and phrases with a number. TI'hat number is the frajuency in
the data under consideration, usually the ERICA corpus.
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distinction in verbs.

The tran.itive—intranaiéive distinction is designed
to distinguish between verbs that take no objects, and
varbs that can take, say, a direct object. Uufortunately,
the same verd caJ. take 0, 1, or 2 objects (and perhaps
more). Consider the uses of the verb ‘to read’ in the
three sentences:

1) John is reading? N

2) John is reading the Bible.
3) John is reading the Bible to a blind man.

Each sentence clearly uses the same word in (approximately)
the 3ame senia; yo£ the number Of objects varies./ Iz the
constructions possible by the grammar depend upon the
number of objects the verb may Eike, then ve need to list
‘to read’ as several differeant kinds of verbs for usages
that are not very different. Moreover, semantically there
is no reason to stop at two objects--we mijsht add object
“slots” for time, place, and othar adverbial concepts. Ia
Chapter 5 I argue that the simplest 3e&anc1cal
interpretation for verbs does not seem tO rejuire the
transitive-intransitive distinction as a part of the
syntax,

Iro carry out the transitive-intransitive

distinction 4in a semantically sensible way would be to let

“transitive’ refer to verbs that may take objects
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optidaally. This approach would, however, lead to
clal;ifyinb the oojective cases Of certain pronouns in the
dictionary. (For example, the objective case of ‘I’ is
'he'.)\\ny dictionary is not this subtla.

\F) 13 per sp aux,persp link qu,pron v

-

can be h;ndled by adding‘the rule N
betsp aux pron Vv A

to GE1. I 4did not do this because I am c0nfu§;d‘ by the

order of the verb in the sentence, and I also feé{ that I

need the ttnnsitive-intransitive distinction to handle

this. . ‘
VIII. LEXICAL AM3IGUITY IN THE ERICA CORPUS

 0£ course it i3 desirable to write a gramgar that

has a minimum of ambiguity, both 1ex;cal and grammatical.

A cfg G can ggsolve a lexically ambiguéus form if and

only 4if exactly 1 of the terminal forms is recognized by
GEY . (If none at -all is kecognized, then the sense of i

resolution is that of | dissolution, suitabla for

philosophers but unsettling to programmers.) she santence

93 pronfaux,pronflink art n

ig a case of resolution. TI'he alternative terminal form

N
. pron link art n AN
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is recognized by GE{1, while

pron aux art n
is rnot recognized by GE1. This is intuitively satisfaccory
if one 1looks at the 93 original sentences in tne orfginal
corpus. When G resolves a lexically ambiguous lexical

form, the alternative terminal form that was recogaized is

called the resolved lexical form. In tne above,

pron link art n

is the resolved lexical form.
A slightly more subtle examplae of the resolution of

lexical ambiguity occurs in the lexical form

- *) 27 adv persp link,aux

where the altarnative form
adv persp aux
is recognized wnhile
adv persp liunl
is/notﬁ This is again intuitively satisfacwory if we louk
at the actual 27 utterances in their original contexts; the
reason is that adverbs seliom modify the linking verb.
Words classifiad as
link, aux /
are the forms of the verb 'to be’. The /reason for having a

. |
multiple ‘dictionary classification for these words is that
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i1t 1s necessary to distin,uish semantically their uses,

If k' is a lexically ambiguous form witn n > 2
alternative terminal forms, then G 1s said to geduce Kk
1f G recognizes n’ of the n alternative forms,' for

1 { n’¢{n . Reduction may generate a new lexical form.

When it does, the new fogm is called the reduced lexical

form.

/ There 13 $ great deal -of lexical ambiguity 1in
/ERICA. of thg/2,995 types, 2,185 are lexically ambijuous.
Miny of the ldﬁ-fre;uenCy sentance-types contrioute to tnis
pessimistic figure, since of - the 9,085 sentence-idkens,
only 4,419 are lexically ambiguous.

GE1 parses about 78 percent Of the tokeas in ERICA,
and re;glves about 56 percent of the lexical amoijuities.
Table 5 details these results, showing both absolute
numbers and percentages. B

As a measuce Of the séccass oi GE1 4in removing
lexical ambiguity, I calculated the ampiguity factor thus
defineds for each sentence-type K ia the sample,
multiply FREQ{(k) Dby the number of alternative cerminal
forms less 1. Then the ambiguity factor is the sum of this
juantity over the Kk in the sample.. fhe measure is
intended to suggest how many “excra” lexical

interpretations there ara. The ambiguity factor for th=~

complete corpus was originally #1,685; for tnat porcion of
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the cocpus parsed by GE1, the factor was 6,010, indicating
thatlmany very ambiguous sentence-types were not recoynizaed
by GE1; the ambiguity factor for the set of resolved and
reduced lexical forms was 781, I take this to be gquite an
improvement, although the only data I have to compare i:
against are the resuits of (many) earlier grammars.. One
earlier grammar had had somewnat better values; ﬂﬁwever, it

only recognized about 73 percent of ERICA.




TABLE 5

LEXICAL AMBIGUITY AND GRAMMAR GE1
CHILD PORTION OF ERICA

TYPES TOKENS
LOTAL SIZE 2,995 3,085
LEXICALLY AM3IGUOUS POR[ION 2,185 4,419

. ' 72.95% 48.64%
NON-L.A. PORTION 810 4,666
‘ 27.05% 51.36%
PORTION PAKSED BY GE1 1,394 7,046
46.54% 77.56%
* PORTION OF L.A. PARSED 1,033 < 3,030
47.26% 68.57
_PORTION OF NON~L.A. PAKRSED 361 4,016
44,57% 86,072
L.A. COMPLETELY RESOLVED BY 831 2,464
GE1
+ 30, 03% 55, 70%
L.A. REDUCED BUT NOT RESOLVED ° 105 194
4.81% 4,39
]
o 119




The resolution and reduction of lexical ambiguity

reshapes the lexical forms present in the 'coryus, as

originally distinct forms become the same. tFor example,

400 parsp v#aeg,mod#neg v

merges with two other form3 to become
402 cersp mod neg v

when the resolution of lexical ambiguity occurs, Tais
maerging process I call conso tion. GE1 recognized 1,394
of the original 2,935 types in EKICA. After cousolidation,
1,125 types remained, still accounting for 7,046 tokans.
This is encouraging since it means that tngre waerae fewer
types in the sample than the originali pass at the

dictionary would have suygested. . F
‘ The major onus (as far as this cnapter |is
concerned) for accounting for the remaining lexical
dmbiguities comes frqm the need to obtain a sample that can
have a probability distributior generaced by a contexct—frae
grammar. Trying to res lve all sucn ambigdity by a grammar‘

is an idea that is sed c;ively difficule. :
What is more possible is to devisa an algorithnm,

perhaps with some context=sensitive elements, that extands

the way that the grammar handles ambiguities when it |is

successful to the cases wnere it 1s not successful. This

~

—~
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approach suggasts a model with a rescanne. that 1looks at
unresolved ambiguities after an initial parse by a
context-free grammar, .

The "rescanner model I used on the ERICA corpus
simply picks the most "likely  sinyle classification, ia
mowt cases. 1 looked at the ways in wnich GE1 resolved
amBiguities, the frejuencies of singla classifications in
the dictionary, and also zthe sentences chemselves in
developing the algorithm, wntcﬁ is shown in Table 6, The
laft=hand column is the ambiguous classification} the
right-hand column shows what it was resolved io. and, in a

faw cases, gives a simple conditional rule,
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TABLE 6

RESCANNER MODEL FOR DISAMBIGUATION

ALGORITHM FOR RESOLUIION OF LEXICAL AMBIGUIIY REMAINING AFTER GE1

LEXICALLY AM3IGUITY

RESOLUTION

Ju,pron

n,adj

v,mod

v,aux

1link,aux
persp,pronadj

n,adv

vi#neg,mod#neqg
padj,pnfaux,pnélink
padj,pnfaux,nflink
perspflink, perspfaux
pronfaux, pronflink
perspfaux, perspflink
interfaux, inter#link
aux#neg,link#neq
padj,pn#link
prep,conj
padj,n#link
nfaux,n#link
prep,adv

=

n,v

qu
n
v

v
link

 pronad ]

n

V neg )

pad}

pad j

persp link

pron link J

persp link

inter link

link neg

padj .

conj

pad)

n link

(£ the next word or
last word was

adv, then prap, elsa adv)
(4f n leaves the sentence
all nouns,

than v, else n)



1186

The algorithm favors nouas, tnen adjectives, then
verbs over the other classes. Thera i3 sometning vigudly

to be said for the claim that thi¥ algoritna extends the

" methods of GF1. An excaption is tue resolution of ~

‘qu,pron’ to ‘gqu’. GE1 usually resolves to ‘pron’, siqfe
it does not leave a ‘quantf(ier ‘that modifies no noun
phrase. The above algorithm, however, resolvss ‘qu,pron’
to ‘pron’, since most of the 'remaining ampiguities are what
appear to be noun phrises. The problem is caused by the
rules that allow multiple noun-phrases to be néun-phrases;
inadvertently, these rules let ‘ju,pron’ be either a ‘qu’,
modifying the noun, or a ‘pron’, a part of a mﬁltiple
noun-phrase. T;o high-frequeacy santences‘&is§lay1ng this
\p;obigm are
11 persp v qu,pron n
and '
6 persp vV prep qu,pron na .

\ - .
The trees for these sentencas a.e yiven in Tanle 7, thus

1llustrating the problem wita multiple noun=phrases.

)
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TABLE 7
TREES SHOWING CONFUSION IN GEY OVER qu,pron

TREES FOR persp v qu,pron n

]
g .
a
~, subj vbl
np vp
npsub verb np  np
persp v npsub npsub
- L
nounp nouap

[ ]
*
pron n




e0o000 0000

sugj vél

np vp
npsub verb np
persp v apsudb
s 00900
quart nounp

qu n
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TREES FOR persp v prep qu,pron n

subj vbl
np vp
npsub verb prepp np
. ® ,’o/oo{ooo [}
persp V preg/ np npsub
apsub nounp
1 [ [
nouap n
pron

126
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subj vél

np VP

npsub verb srepp
persp Vv prep np
npsub

Juart nounp
qu n
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Table 8 gives the statistical results of using the
above rescanner model tér disambiguation on ERICA, for
the various combinations of the full parameter ﬁodel ;ersus
the geometric model, aid the cni-sjuare versus the modified
chi-square. All models group for expected frequency less
than 5, and include tne correction for continuity of .5, as
explained above. The results are summa¥1zed only, and give

' the chi-sqjuare (or modified chi-sjuare), tne de.rees of
freedom, the chi-square divided by the degrees of fraeedom,
and a statistic called the residual. sh2 pesidual is
simply the difference betwaan tnz sum of the observad
frejuencies and the sum of the expected freguencies. It is
therefore the number of sentencas that tne grammar
predicted that we would find, f£or senteace—cypes that were
not found at all. Recall that every sentence in ~(GE1)
has a non-zero probability, ana tnat L(GE1) i3 aafinice,
since it contains some recursive rules. naence, we sh?uld

always expect a non-zerO residual; but the smaller, tne

better. The size of the residual is yet anotner yauge of

the goodness of fit.




TABLE 8
RESCALNER MODEL OF LEXICAL DISAMBIGUATLOL

PROBASILISTIC MODELS OF EnICA SPEECH"

GRAMMAR GE1
MODEL
CHI-SQUAKE RESIDUAL DEGREES SHI-SQUARE .
CF FREEDOM DEGREES Oi FREEDOM
GROUPS

Full parameter
Chi-square

24,001.52 2,117.40 106 88 220.43
Geometric
Chi-square

47,139.22 1,540.84 120 69 392.33
rull parameter
Modified Chi-square

21,078.16 2,117.40 106 . 88 190.85
Geometric
Modified Cni~sguare
6 14,219.49 1,540.84 120 69 110450

. S e G = = S .

# After consolidation, the-rescauner model had
1,072 sentence types, still accounting for
7,046 tokens.
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~

A
The most accurate method I used for lexical

* disambijuation\ 1s the probabilistic method. Scarcing with
I3 R

values for each \b[i,j] » I computed the probabilicy of

£,

each alternative lexical form for a type, anu then selected

-
L

the most probable altérnative. (1 ui@d tae valuas
'«qeneratedu by the rescanner mocdel iven apov2 as the
parameters.) The mathod turned out to be uncannily subcle.
For example, on the lexical form
11 . persp v qu,pron n
discussed above, the alternative
persp v gu n
had a probability of .0036 while the other alternative
persp v pron n |
had only {66665. Likewise, for the form
persp v prep qu,prou n
the probability was .00008i5 for
persp Vv prap qu n
which was preferred to
~ persp v prep pron n
with a probability of .0000119.
Of course the rescanner model made tne same cnoices

in these cases. The probabilisti~ model turned out to be

much more sensitive in cases such as

3 qu,pron qu,ron Ju,pron qu,pron gu,pron pron
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,\X
Of the 32 alternative forms here, 13 were recognized by
GE1. The rescanner modsl chose
‘ qu qu dﬁ qu gu pron

(which may well be correct) thlo the probabilistic mode.
selectid

qu pron qu proa qu pron
indicating, at least, that it 1is trying_ to follow the
grammar closely. :

Since the rescannar model always raplaces °‘Ju,pron’
by °qu’, in particular the lexical form

qu,pron

is resolved by the?ri-cannot to

%7

qu .
This is cloariy unsatisfactory. The probabilistic . model
makes the intuitively correct choice, as i3 shown in lable
9, which includas the resolutioas made by the p:opabilistic
model wlhere FREQ(R) >= 5.
' After disambijuation by the probabilistic " method,
there were 1,000 types remaining (having begun witna 1,125.)

Table 10 gives the statistical results of the various ways

of testing the fit,
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Grammatical ambiguity remaining in the corpus is
actually rather small. This could be because many of che
classical “ambiguities” are lexical in nature. The
following gives the number Of tyyoes (and tokens) with
various numbers of derivations. (A type has 1 derivation
just in case it is not ambiguous.) /

GRAMMATICAL AMBIGUITY REMAINING AFIER yEXICAL DISAMSIGUATION

PROBABILISTIC MODEL O? DISAMBIGUATION

NUMBER OF TYPES TOKENS
DERIVATION(S) /

1 980 6,919

2 78 125

3 1/ 1

4 : 0 0

S ” 1 1

i
i

About 92 percent of thé tyoes (98 percent of the tokens) in
this reformed sample are/grammatically unambiguous. Tais
ts sufficient, I claim, for assurance 'tha: the egual
weights approximation mathod will give reasonanle yalues to

the maximum likelihood pcoblem.

/
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TABLE 9

PROBAﬁIbISfIC MODEL OF LEXICAL DISAMBIGUATI.OJ

SOME HIGH-FREQUENCY DISAMBIGUATIONS*
FREQ RESOLUTION COUNT SOURCE PROB
. :

87 pron (1,t) qu,pron .0135879
30 qu pron (1,1) qu,pron pron «0012078
27 qun (1,1 gqu,pron n .0033439
24 adv perap mod (1,1) adv persp v,mod 0005833
14 vaqun (1,1) v gqu,pron n .0008767
12 persp vqun (1,1) Jersp v Ju,pron n .0003635
11 persp Vv 1,1) persp v,mod .0161562
9 inter link adv adv \

(1,1) interfaux,inter#link adv aiv .0001362
8 persp mod neg (1,1) persp vineg,mod¥#neg  +UU07025
7 persp link (1,1) parsp. link,aux «0013975
7 mod neg persp (1,1) vé#nazg,mod#neg persp .0003895
6 aff persp v (1,1) aff persp v,aux .0001036
6 . persp Vv (1,1) persp v,aux « 0161562
6 persp Vv prep qu n

: ?1,1) persp v prep qu,pron n 0000815
6 pron link pron (1,1) pron#link qu,pron « 0004769
6 pron link qu n (1,1) oron#link qu,pron n 0001174
6 pron gu pron

(1,0,1,1) pron,qu gu,prou pron 0000336
6 Vv persp (1,1) v,aux persp «0116550
5 aff persp link (1,1) aff persp link,aux «0000030
) link pron art n (1,1) 1link,aux pron art n . 0000008
5 persp v qu pron (1,1) persp v qu,pron pron .0001378
- persp aux neJj

(1,1) parsp aux#neg,linkiaeg V002390

# he SUURCE 13 the lexically amoiguous form, Lae
numbers in the COUsT indicate, for'aach alternative form,
the number of derivations of that alternative according to
GE1. PROB 43 the probability associated by GE1 to the
alternative that is bast, which is then tne RESOLUTICw.
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TABLF. 10
PROBABILISIIC MODEL OF LEXICAL DISAM3IGUATION

PROBABILISTIC MODELS FOR THE GRAMMAK GE1.

MODEL
CHI-SQUARE RESIDUAL DEGREES CHI-~SQUARE
OF FREEDOM DEGREES CF FREEDOM
GROU?ZS

Full parameter
Chi-square

22,215 2,108 103 30 203.81
Geometric
Chi~-square

45,776 1,487 125 74 306,21

Full parameter
Modified chi-square

15,834 2,108 109 90 145.27
Geometric
Modified chi-square .
12,206 1,487 125 72 97.05 -

Q d _134 Y
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, Appendix 6 contains the complete printout of the
b(1,3] °s for the full parameter and geomectric models.
Also, I include a run of the full paramater model on the
sentence-types witn frequency >= 5, which is Appenaix 7. A

complete printout of this would run several hundred pages.
IX. PROBABILISTIC SRAMMARS AwnD UTTERANCE LENGTH

In Appendix 1 I discuss the leagtn of utterances in
ERICA, and offer several probabilistic models to account
for utterance generation. Table 3 of Appandix 1 gives the
length distribution for the entire corpus, showingy that cthe
most probable length is 1, followed cloialy} oy 2 and 3
While the negative Dbinomial discribution £4its this
reasonably well, asAit stands it suggests no mechanism foc
utterance production. )
A probabilistic grammar is such a mecnanism. Givea
a (non-zero) distribution to a grammar G, each sentence in
L(G) has a probability. Hence, for each length i, tunere

is a probability associated with 4, wnich is the sum over

k ¢L(G) such that k|- = 1 (8). R

\
I have computed this sum for i=1,...,4 (9). The
results follow (using the parameters resulting t£rom the

probabilistic model of lexical disambiguation). Iacludel

(8) see [Suppes-2] pp. 25-29.
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also are the number of utterances in L(GE1) with a gaven

length; this number grows surprisingly quickly. )

\

ULTERANCE LENGTH ANALYS1 S
\ \
\ .
Length Freg(in L(GE1)) Prqb

1 17 «298
2 180 238
3 1,242 .182
4 5,929 135

no. of utterances = 10,368

total probability = «853 -

r esidual probability = «147 NS

The firat four lengths account for about 85 gascent of tre
érobability of utterance distribution. Jsing these values

as a predictor for the values ian Table 3 of Appendix 1, we

find the following results.

’

(7) The algorithm I used for tnis computation is to
generate all the length-i utterances (in internal
representation in my programs) and check each one. sSince
there ars 21 terminals in the grammar GE1, this means that
the program had to check 204,204 possible utterances, which
required 40 minutes of computation time!l A _much more
efficient method would be to 1look top-down ac the
sentences, expanding the tree according to some atrategy;
however, the programming investment is beyond the worth of
the gquestion in connection with this work.
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OBSERVED VS,

PREDICTEL UITERANCE LENGTHS

-l
“GRAMMAR GE1
LENGTH OBSERVED THEOR. THEOR., CHI-SQUARE
FREQ rREQ. PKOB .,
1 2,072 2,707.33 .298 149.09
2 2,064 2,162.23 .238 4.46
3 1,950 1,653.47 182 53.18
4 1,142 1,225,47 135 5,82
J
. TOTAL 7,228 7,749.50 853 212.55
. PERCENT 07959 . .853 a

¥

GE1 predicts that e will find about 85 percent of the

utfbrances in this range. In fact, only apbout 30 percent

are there. I think that the explanation |is

that GE1 is

simply 1incomplete, ¥£’§ha: it doesn’t parse as many OL the

more complicated forms as it should.

\/
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CHAPTER 5 == SEMANTICS

4

I. METAMATHEMATICAL SYNTAX Ani SEMASTIICS

qodolfthcor;tic semantics was' invented by Alfred
Tarski to make precise the notion of|tne meaning Oof a
first-order sentence in termgs of a set of oObjects D
called the damain £ the medel, and a set of primitive
relations and functions on the domain (1). The primitive
terms of a first-order language are the variables and
constants. It'is convenient to. allow that these deaoce
individual objécts in the domain, Complex terms anc
formulas then have their denotations defined recursively

from the denotations of the simple terms and tine rules of
‘composition given in the language.

I offer the following simple exangle of a
first-order language L1, with {its ftgutn definitibn.
(There is, of course, nothing new 4in tnis treatment. I
give it simply to provide continuity of notation,) The
language is a fragment of quantifier-free arithmetic; for
éimplicity, I omit the quantifiers and variables they bind,

.and consider only a more restricted case.

- D s G }

(1) See 'The Cbncept of [fruth 1in formalized

Languages  in Logjc, Semantics, and Metamatgematics b,
Alfred Tarski.
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The language L1:
constant terms: a, b
function symbol: +, a two-place operator
predicate symbol: =, & two—place predicate
parenthesas: (,) t0 show grouping

loyical connectives: 2, V, &, —

1« The set T of terms contains the constant terms,

and Af x,y are in T, then (x + y) is in T.

Nothing else is in T,

2. The set F of formulas contains:
1 1) if x,y € T tﬁen (x = y) et
11) if a,o ¢ ¢ then (a => b) e ¢
. (a vb) er
(a « D) ¢
(=a) e F
111) Notiing else 1s in F.

The intend2d model Sor Lt 4is the wauomain 2 of
the positive intejgers, where the symool + means addition,
the symbol = means ejuality of twc integers, tne constant

a denotes 0, and the constant b denotes 1. NOte tnat
the domain satisfies the familiar property of closure,
Wwhereby if 1,3 are in D, .nen the sum Of 1 and j 1s also
in D. This i3 necassary sinc:2 all of taes2 sums craepreseac
terms in the laaguage, and eacn term must denote.

I now give, informally, the rules for the meanings

of the formulas in F., Notica that each rule corresgoads
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/
/

/
cO0 a way or prccess by which fo:mulas/yte created.
1) (x = y) .is true just ip/case the Jdenotacion
of x is 1dent1ca1 to tne denotation of y;

11) (a => b) is true jusc 1n case if a 1is true,
then b 1is trug,

111) (e ¥ b) 18 true just in case a is true ¥
or b |is true.

-

iv) (a & b) i3 true just in case a is true
and b |\is true. \

/5 (ma) is true just in case a is false.

We can now show that each formula of ¥ is eicher
true or false under tne model provided, and it is clear
that the interpretation is "intuitively satigractory" -
i.e., the “true” formulas correspond to wéll-xnown truths
of arithmetic.

The above interpretation for ) is deceptivaly
satisfying. Nothing about the syntax requires that tnis,
the intended interpretatiou, be the only 'Aone. In
particular, we have statad no axioms to even guarantee that
such properties as commutativity or transitivity apply €O
the function symbol +¢ A primary yoal of model theory 1s
to characterize, given a languaje, the classes Of models

that various sets of sentences ii the language can have.

In order to do this it is naecessary tO characterize the

notion of a model.

The characterization 1is thac of a ;elat;onal
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guuctu;g. Let

’I = <D.P1'....pn. E“. ..Fm.‘1'..'.ak)

(where 1l,m,n are natura’) .mbers)

be a relational structure if and only if ' B

i) D is a non-empty set of objects;

i1) for each Pi, 1ia=s1,,,n, there is an ri,
called the rank of Pi, such that

P{ ¢ D°ri ;. , ‘

i141) for each Fi, 1i=1,,,m, there is an ri, ajain

called the rank of Fi, such that
Fi: D'ri ==> D
(i.e., Fi i@ a function on D'ri into D) ;

iv) ch ai, i=1,...,k, 18 an element of 0O,

Following this definition, the class of models for

the language L1 is any structure

¥ = <D,F,A,B)
where D 48 nonempty, F 4is a function on 5 2 4into D,
and A,B are elements of D,

It is not enough tc give a model 9  for L1; it
is also necessary to show how valuations for each £ € Li
are constructed. This is done by associating semantjical

ryles, in the form of set-theoretical functions, with the
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rules of formaticn for the tprmulae of L1.

VALJATION OF TERMS:
i) Dbasis conditions
Ea%:h
b] = B
([a], or more explicity [a]ll , ‘means tne valuation of
a in g )
i1) recursion condition

[(x+ y)] = F([x],[yl).

VALUATION OF FORMULASS .
i) Dbasis condition

[(x = y)] = 1f [x] = [y] tnen true else
false.

ii) recursion conditions
[(x => y)] =if [x] is false or Ly] is true

then true else false

[(x v y)] = 1f [x] 18 true or (yj is true
then truz 2l3e false
[(x & y)] = 1f [x] is true and (y] is true
s tnen true else false
[( mx)) = if [x] is true tnen false else

true
There 1is an important distinciion to be amade
between thrae kinds of symbols ia the language. Some
symbols -- a,b,+ -= denote objects in the model g

these I call denotiny symbols, ~Other symbols ~-

&), Vy &y, = -- signal the use Of certain samantic rul=s,
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such as implication or identity, but do not danota objects
in § . hesse I call 1logicasl: 1s, fFinally,
parentheses (and sometimes commas, brackets, and oraces)
make grouping clearf These I «call utility symbols.
Utility aymbols may be eliminated from first-oruer loyic by

using poLg::\notation, wherein the order is implicit,

II. CONIEXT-fREE AND METAMATHSMATICAL S1uTAX

The treatment of tne language .1 given in Section
I corresponds ia style to th;k’hsually encouatered in logyic
textbooks. It is worth notia:j, given the coavention of
using generative yrammars in linguistic studies, that cherg
is a carta%n corroséondonce betwsen tn2 definition of
syntactic élassel by giving closure conditions of sets, AS
ahove, and the use of context-free grammars, ine laaguage
i1 can, for axample, be defined by tne followinyg cfg G,
whare
G = ¢{V,T,F,P>
Va{a,a)v,k=,+a,b(,),T,F }

TeV-{r,rF}

and P contains the rules
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(201) T ->a

(2,2) T ->0»

(2,3) T => (T +T)

Then, tne semantic rules associateu with the

closure conditions can be associated instead witna the

productiong of G , mutatis mutandis.

It 13 of some interest to ask what the relation is
between context-free grammars and the kinds of definitions
obtained by giviag closure couditions on classes, since the
former is standard in linguistics while the latter is used
extensively as the syntacgical basis for model theory. The
/ usual reguirement for logical svntax is that the sets must

be recursive, and there are recursive sets tnat are not
context-tfree, However, tne full complement of recursive
methods is not Peeded for the fundamental syntactic notions
of the formal langﬁages of mathematical logic; several sucn
syntactic classes ares usually defined by a kiud of closure
that I cali simple closure. It is necessary to formalize
this notion of simple closure, as a kind of syntactic

meta—-meta theory of mathematical logijc.

Q 1‘14
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\\ NOTATION:' a,o,C are syntactic objects;
S, Ty 4 are sets of syntactic objects;

X, Yo 2 are syntactic variaoles
ranging over sets of syatactic
objects. :

The followiny are primitives:
a set v of symbols;

an operation & on symbols in M,
known as concatenatioa (2).

a symbol mem denoting membership-——
e.g., Aa mem S;

the symbol then denoting a conditional.

the symbol and denoting a conjunction.

Syntactic QObjects (S.0.)

1) H (=4 S.O.—i.‘., Symk)ls are sylltactic
objects;

11) 4f o, P € S.0., then o & p € S,0.

S.0. corfesponds to the class T+ associated with
context-free grammars.

(2) The set M —corresponds to the terminal
vocabulary T of a cfg G. However, the operation for a
grammar corresponding to concatenation is to_put a space Qr
a 'plus sign between two symbols being concatenated .
Concatenation is intuititively putting symwols side by
side; but the grammarian does not write

AUJN
but rather

ADJ N
or

ADJ + N

<he problem {s one of notation, hianging on the diffgrence
between a symbol as a formal object and a symbol as a
typographical character. .

\
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syntactic Terms (S.T.)
1) S.0, € S.Tej

1i) 4f x 18 a syntactic variable then
X € SnTn; .

i111) 4if o, B € S,Ts then\ o & B € S.TI.

S.T. corresponus to the class V+ agsociated witn a cfg.

Positive 30Qlean Lxpraseions \ (P.5.E)

i) if x 1is a syntactic vari
is a set, then .

ble and S

X mem S
is a PnBcE.;

11) ¢ T;, T, € P.B.E., and no syntactic variable
occurring in T, occurs in F2 or conversely, tnen *

L[] .E.
Fl and 1"2 ¢ P.B

Simple Glosure Conditiong (S+CeCe)
1) if o € S.0. then

!
o hem S
is an S.C.C. (on S);
i) 4¢ T € PpP.,B.B., @ € S.,T.,, then

r then o mem S

is an S.C.C. (On‘S).
111) the extremal clause ("Nothing else is in S. )

is an S.C,.C. (On S)o

S 1is defined by simple closure iff only finitely
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many S.C.C. define S. S1, 52, ,¢.y» Sn may be defined
simultaneously provided thare are no infinitely desca: ‘ing

sequencas of definition. : ) /

Theorem 1. The class of simple-closure definable
S 1s equivalent to tne class of context-free languages.
I 1nd1c3te‘the proof by giving the algoritnms for
generating a set of S.C.C. given a cfg, and conversely.
Proof.
1) CrG =) S.C.C. Suppose we nave a yrammar
) G =V, T,S ,PD.
Then, let 7
* M=T.,

We are to define, by S.C.C., the class S corresponding

to L(G).
\
First, rewrite G into egjuivalent Cnomsky normal
form
G’ = (V',T,S ,P°).
G
| Each rule in P’ 18 of the form K\/f
| ¢
| . 1) A = \
| or a\

| i1) A ->B <
where A,B,C are non-terminals, and a 1is a terminal,

1
‘ (See Chapter 3.) For ;gch rule of the form 1), use

;1 ‘ l ‘1 '7
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the S.C.C. )

a mem A ;

for each rule of the form .- ii), use tha 5.C.C.

\ (x mem B) agd (y mem C) then x « y mem A.
It i3 clear that 5 = L(G).
2) S.C.C, = ) CrG
) -
Suppose S 13 definel by simple closures

Then we need a grammar .

¢ = (V,T,8 ,PD.
G

Let * ¢
T =M

and let S be a agq\bol ccrresponding to tne class S
G
P

defined by simple closure. Then, 1if
. * mem A
is an S.C.C./,pn A, for o € S$.0., then let
A -«
be in P. Since o 1is an S.0,.,, it is8 a non-emply
. string of symbols in M.
| s&ppose I'e PIE., , de S.T., and
' then o mem A
is an S,C.C. [nen we reduce this according td the rules
for P.B.E. If T© 45 of the form
X mem 3 ,

then replace occurrences of X 1in o by 38 and call

~ 148
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the result of this replacement @ (3 substituted for x].
Then, add to P the rule - Y
h -> o’ [B substituted for x] .
If I' 18 of the form

r, amd T,
then perform any such raplacements of the variables
in Pl and P2 int> the variables in o . Notice that,
since rule ii) for P.B.E. reguires ;hat no
syntactic variable in TI'; occug inT, (and conversely),
there will be no problem in macing this sawustitution.

Now, add to P the following ruls:

A -> a [correct variable substitutions] .

It is clear that tne above translation will, with the

N approprigte 2roofs by induction, yleld the actual pr;of of
ths theorem,
\

Manz_or the elementary éyntactical notions o0f the
first-order pfédicate--logic can be defined bx simple
closure; nenca, by the above translatioa, an eguivalent
context-free grammar can be ootalned. fhe sets of
variables, predicates, terms, and.well-formeu forinulas ar-e
examples. In pracctice 1t 1is customary to assume an
infinite class of variables, and siace the above

formalization of S.C.C. allows only a finite class of

symbols, some way of jenerating the variacles, e.g. using

'
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prime symbols, 18 necessary. The following defines the

class of variables VAR, assuming primitive symbols v and

-

iy v mem VAR;

11) x mem VAR then x' @m@mew VAR,

iii) Kothing else is in vAR .
Infinitely many constants, as well as infinitely many
ﬁrsdicates and  functions of arbitrary type,' can be
generated by nimilér devicas.
While. the set of well-formed formulas  WFF is
defined by S.C.C. and is hence a cfl, the set of formulas
of a first-order ' language, STCE, 1s not definable oy

S.C.C. (3). Also, the class TAUT of tautologies 1s not &

cfl. _(Obviously, the class LT of theorems of first-~order’

loyic cannot be a c¢fl siacz, by Cnurch’s tneorem, that

Class is not even recursive. Tt 4is less obvious that

recursive classes, suci as the class of tautoloyies, is not .

a cfl.)
The resulgs that SICE aad TAUT are not cil can oe
proven by use of a result Known.as the uvwxy theorem .

Theorsm 2 (the "uvwxy theorem ):

. P
7/

(3) A sentence is a formula with no ftree
occurrences of variables, where an occurrence is free if it
is,in the scope of no quantifier binding tnat variable.
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Let L Dbe any cfl. TInen, thera exist constants Pya
depending only on L such that if there is a woru 2z 1in
L, with |z]| > p (where |z] is the nunocer of symbols
in z), then 2z may be written as 2z = uvwxy, where
ivwx|{ (= q, and v and x ara aot bota ¢
v ampty symbol) such that for eacn integer {1 >= 0,
£ 1
uv wx y

4s in L (4).

This t%eorem limits the amount of context checking
tha. a cfg can perform; intutcivaly, it says that a finice
number of sentences can be checked for 'context, but -au
effort to check several contexts oveg an infinice class of
sentences will result 4in some extraneous strings oelny
accepted by the jrammar. Th2 theorem makes it explicitc how
to find such extraneous seatances.

I will indicate how ifhenrem 2 is used by proving
the following result. -
Theorem 3: The set of sentences of a firsc-order

language with a single mon2 ic predicate ? is not a cfa.

Proof.

(4) For a proof of thne uvwxy theorem, S
[Hopcroft-Ullman], pp. 5\=-52.
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Suppose to the contrary that STCE of the languaje
with one monadic predicate is a <cfl. Then, for each

natupal number j, the formula

J J J
z Yv' (P(v') =P(v"' ))
J
15‘1n L , since these are closed WrF °‘s. Let »,q o8

the constants guaranteed by the "uvwxy' theorem. Then,

salact a J such that

and

fvv! > q .

Clearly, Jj 1s a simple function of p,g; <further, 2z

b

is in L.

This satisfies the hypotheses of tne 'nvwxy" theor2m, 50 wWe

know that we can rewrite 2 asg uvwxy such that v
J
, and x ire not both empty, and for each 1 >= O,
i i :
uv wx y - 1s 1n SCTE .
\ The kev is to show that any way of dividing 2]

(using ltinear notation
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for 2z sub j) into segmants u,v,w,X,y will not avoid the

extraneous introduction of some non-sentence into STCE. A

~

countereiihple to the proof would h2 one (nonempty)
subsequence of 2zj that could be repeated indeiinitely
without generating a nou-santeace, or a pair of
subsequences that can be repaated togetner, ihe’
subsequence consistingy of the quantifiar and its variaple
could be repeatei indefinitely and sti.l yield an STCE;
however,  } was chosea so that tne lengta of the
juantifier and its variable would be larger than g, 80
this subsequence will not satisfy the hypotneses Of the
theorem. The only other repeatable subsequences are the
strings of primes that make variables. Picking jusc One
such subsequence will clearly cause non-seatencas to be

i

introduced. We can pick two such suvseyu:nces, repeating

~
~

them togatner, such:- as tne followiny divisio~ woul i

indicate:

\og3-l 3-1 3
Yv! (P (v ') sP (v ))
L \\ILJI 0] _
. uo v W x y
But then
j+l' \ j+l J
Vv' ( P(v ! Y P (v ' ))

is in S7CE, and it is a nonsentence.

\
The ~uvuxy  theorem illustratss the  roiiowing

A

point: two counters (such a3 the ‘countars on the aumber of
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prines) can be kept toyether by a cfg. But, if there are
three or more counters, then each pair must bpe kept
together by a different process in the graamar, and hencCe
some extraneous results are unavoidable,

Notice that the sat

. J J
{ vv' pP(vr ) t1Da 9 }

is a cfl; the appropriate grammar, with -« as the starc

symbol, contains tha productions:

(1,1) F => VwvA)
(2,1) A => P(v
(2,2) A => ‘A" .,

it is interesting to note that thls yrammar oeags 1little
relation to the semantics 1likely to be gjiven to the
formulas 4n question.

while the closed formulas of first—order lo,ic do
not form a cfl, it is well to point out tne sense in which
this would no’. be a restriction on a semantical theory
based on a context-free treatment of first-order loyic.
The clags WiF 1s a c¢cfl, and we can allow tnat o:en
formulas are meaningful. The usual convention is to let an
open formula be equivalent to its universal closure--i.e.,

the formula obtained by surrounding the given open formula
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Sy universal juantifiers for eacn variable occurring £free
in the formula. (At le->t one text, Iatroduction to Logic
by P. Suppes, uses the analogous existential closure.)
however, there is8 a real sense in which [heorem 3
limits the power of any semantics based on context-free
languages.A The concept that I propose using is chat of a
con;gxg-;rge' semanticss I shall say that a semantics
defined on a language is context-free if it 1s computaole
by a push-down automaton. The idea is that we cannot first
present a cfg G, give an arbitrary algorithm for computing
the meaning oOf a sentence in L(G), and then claim that
the semantics itself is —context-free because G 4is. The
first-order logic is such an axample: a s2mantics on, 3ay
WwFF, must contain an algorithm for determining what whe
free occurrencas of variables in a formula are, ' inxs
algorithm cannot be represeuted by a push—~down automaton;

if 1t could, we could write a cfg for STCE, which ineorem

3 claims we cannot do. Kence, the grammar underlying such
a semantics for first-order logic must be
context-sensgitive.

I think it is important not to consider ¢tnis a
limitation on the whole approacih Jiven here. Le 13
admitted that natural language, witn or witnout comolex
mathematical expressions, is not context-ireg. ihis dces

not preclude that there are large and useful frayments tnat
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are context-free. Moreover, the experience yained from
working with contéxt-free srammars  may be easily
transferred t> work with more powerful classes of jrammars.

A valuable point is that first-order lojic can be
put into the frameworx of generative grammar at all.é
Theorem 1, while mathematically trivial, nas a
philosophically important message 1in the context of much
current work 1in computational 1linguistics, As Suppes

/
explains (S),
A line of thought especially popular in the
last few years 18 tnat the semantics of a
natural language can be reduced to the
semantics of first-order logic. lhe ceniral
difficulty with this approach is that now as
before how the gemantics of the surface
gqrammar is to be formulated is still unclear
e o + how ran explicit formal relations be
established bhetwwen first-order logic and the
structure of natural languages?
(emphasis added)

The difficulty of looking for first-order
representations of natural language is not here coasidered
to be tnat first-order loyic is insufficieatly expressive.
As I have attempted to snow, it 1is semantically more
powerful than context-free grammars., I should ©oe nappy
with any formal language representation of natural language

(into even a programming language such as LISP or ALGCL) as

long as there existed a powerful theoretical "traaslation” i

(s) [suppes=2], o. 1.
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beiween the surface of natural language and tne formal
lanquage. The superficial arguments for using set-lancuage
over first-order logic are those of custdm dating back
Tarski, of convenience, and the fact that first-order logic
has itz semantics given 4in terms of set-language. The
Aeeper reason is that first-order iOgic can be aefined by
qJenerative grammars (some concepts admittedly requiring

N2
context-sensitivity), and so we may tnink of the semantics

for natural language, based on gjenerative grammar, as being
ghenable to the set-theoretical approacn “hat has been &0
successful for symoolic 1lodic. Aa intermediate pass

through first-order senterces coes not aooear to be a u3in

" 4n clarity or conceptr,

ITI. MCDEL S rJCTURES AND CFG

The basic idea behind any semaucics for a crg |is
t*hat tne terminal symnols (~eni tu) denote sat-thecretical
objects in the model structurrs, and tne ru;as of the
arammar (tend to) be interpreted by set—thaeoretica:
£unctions. . In practice, there 1s however 3 — Cerf§<n
mradeoff between the denntatinmnae fver *n tne terminala .14
*he functions asgsoriated with rhe rles-—i_ a., URSR e
symbols are denotative and which are lngical. It seems

that a certain numhar of philoearhiral  rFanreavargices  naqgs

S 1657




been engendered from this possibility of a tradeoif.

As an example, looking at the language L1 for a
fragment of quantifier-free ‘aritnmecic (see Section 1
above), the following alternative model structure ¥ and

set-theoretic rules can be given for Lui,

" = < D’ pLUS’ EQUAL’ IMP’ OR. AND, NOT. 0,
1, TRUE, FALSE)

where

1) D =w U { TRUE, FALSE }, where w 18 the
' set of natural numbers;

11) PLUS 18 a function from D2 dinto D
(denoted PLUS: D2 ==> D )3
1ii) EQUAL: 02 --> {TRUE, FALSE}
iv) IMP: {TRUE, fALSE} 2 --> {TRUE, FALSE}
similarly for CR , AND
v) NoT: {TRUE, FALSE} --, {TRUE, FA.SE}
vi) O0,1,TRUE,FALSE ¢ D.
The following are the denotation rulga, assigning
objects in ¥ to terminals in L. I1f « 15 a symbol
or a sequence of symbols, let [ @ ] Dbe the deuotation of

@ in ¥ . Then,

(=] = EQUAL
[=>] = IMP

(&) = AND




(vl = or

(= T NO"I' K
[+] = PLUS

la] = o0 , (0] =1

(A= o ,Dl=so.

Finally, I give the functioas correspoading to tiae
rules of the efg G that generatés ut, v
LABEL RULE fULCTION
(1,1) F => (T = ) {ol (2 <[T),1T] b2 € =) }
(1,2) z => (F =) F) o | (ALIF), i) y2> ¢ (1=0] "}

for rules (1,3) , (1,4) , an2 (2,3)

similar functions are requireu; /

(1,5) F => ( =F) {1} (@<[F),> ¢ | =] }

The model ¥ i3 gomewnat unusual. The point in
its construction was to make every linjuisctically
sigaiiicanc symbol have a1 denotation and to eliminate tae
notion of a ‘logical’ symbol., Even tae _ ara.thescs
"denote', out since they 4o not play a part in t.2
set-theoretical functions it 18 of no coansaquence, (+he
use of parentheses i3, of course, to avoid ambiyuity.) a1l
the work 1is done by the denotations yiven to itne tarminal
symbols. The semantic functions simply say to apply the
arguments 1in the appropriate mananer, and thus nave .0 real

content,

While it may seem arbitrary wnatner tais moldel 1is



used, or the more usual one given in Section I above, the
juestion of which symbols denoce Objects i8 a  key
disputation in much philosophical work. Tne Frege-Russell
tradition of the ontolojical status of progositions 1is
pased in, or at least permitted by, the formal plausibality
of objects in a ‘model that behave 1like propositional
functions. As is wall known, paradoxes creep into somaewhat
_richer languages than L1 when semantical notious sucn as
‘true’ and ‘false’ are given ontological status. One
solution is typse theory with its hierarchy of propositional
functions; but this i3 beyond tne limits of my discussion.
Without committing myself - to any posicion whatever
regarding the status of propositions, cne formal fac
remains that there is an interplay batween tne denotation.
of the terminal symbols and the set-tneoretical func;ions‘
associated with the rules of tne grammar.

As an example of the problem I would like to avoid,

consicder the noun=-phrase
1

*) capitol of france.
*) contains a prepositional phrase. A reasonable way to
interpret prepositions i3 as some kind of functio:.

Consider however two alternative grammars ana the semantice
! .

they offer for *).
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/
G1s (1,1) NP => NP of NP I.
t
(1,2) NP => o ;
{
(1,3) ' N2 => PN
Plus, of course, thLa appropriate lexicon. he semantic

]
{

functions corresponding to the rules of G1 Wre:

(1,9  oF({np], [ivP])) ~
(1,2) the identity function
(1,3) the identity function |

|
Then, the semantic trge for +) is: |

e e

OF NP: OF([capitol], [Francel)]

of
NP:” [capitol] Np:  [France]

N: [capitol] PN: [France]

capitol: [capitol] Franle: [France]

dotice th;:\hbe word ‘of’ doz23 not dernot2; instead the rul.:
(1,1) assumeé\\a rather dubious set-theor2tical fuuction.
‘0Cf° 1s a logical symbol in tne grammar. An alternative

grammar G2 has a denotation (of] in tne model. The
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rules ofc G2 are:

(1,9) NP => NP PRLF NP
(1,2) NP =) &
(1,3) up => Py

with the aporopriate lexicon; the semantical rules are:

(1,1) NP] n{a} (%<a,b> e [PRE2]) (b e[NP])}
(1,2) identity
(1,3) identity

G2 15 to be preferred to Gi in that it maxes

clear a kind of ontological commitment: namely, tiat the

information about the function associaced with the'

preposition °‘of’ has to be a part of the mciel structure
(which is, in relation to Erica’s linguistic behavigrﬁ e
data nase) and cannot bhe considered a part oi. ik
set~-theoretical functions available (wnich correspond to
the machinery of language processing) (6). it ig\my beliaf
that much of the talk about the ontological com*itment of
naturﬁl languages would benefit from an undéféianding of

this Xind of a tradeoff. :

" Further, I think that this appears toL[un- contrary

\\
to much of the talk abo -~ the ‘logic’ of various words. It

seems to me that much of the talk about, say,{fthe way Lin
which modal notions (‘beliave’,’know’) are used has
suffered from too little empirical evidence. Hence, 4if 1

am uncertain about how a word functions samantically, !

162
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prefer to make a commitment to an object in the data opase
representing that word, in the hope qt collectiny some hard
data én the use of the word. This pucts the emphasis upon
understanding linguistic behavior ratner tnan analyziny
concepts, but only because I think the former has Daéa
overlooked. In the case of modal coucapts, a more
complicated structure is needed than the one I have given
for ERICA; I hava triad to consider only ;he_extensional
case, leaving modal notions as transparant. Readers

familiar witnh Kripke—ﬁiatikkazhontagua semantics for modal

(6) There 1is a better way of handling many
prepositions, such as ‘of’ and ‘witn’, and that is to
create a function by combining the preposition witn a
phrase. In *), the appropriate combination 1s

capitol of '
and the commitwent is to a function on J mappiny Objects
(countries) into their capitols and giviny some kina of
error condition (say, by returaning the null set as tae
capitol of non-countries). '

In any actual implementation of a data oasc, X
think this kind of aporoach would be necessary ia ocder to
give a reasonable structure to the data. 4i havas not used
this approach here, becausa I am simply too awash in data
alr“dy.

163
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notions in modal logic (pest thouygnt of as an extension of
first-order predicatz logic) will realizes that the
pgssibility exists of yiving more complex set-theorstical

Structures.,

IV. SEMAJTICS rOR BkIZA
The molel theory of the classical firsc—~order 'ogic
requires oanly a simple modal-tueorasiical structure
containing objeccts in the domain,. and n-ary relations and
functions on the .domain. Natural lanjuages rejuire Inore

complicated  structures than  first-oruer | languases.

Following Suppes (7) I give the closure conaitions definin
the class H(D), based on\a domain D. This w.ll ailowe
for any finite composition of functions ia tne natural
hierarchy of 8se:s but may be stroager thaa any applicatior
requires.

Let D bpe a honempéy set; (In generai, D may be
finite, ZInor ;y purposes.) Then 1 define (D) vo be the

smallest set such thacs

1) for =2ach n ¢ + {tne set of natural numbers),
D°n eH’(D);

ii) 4f A, B e H'(D), then A U B ¢ H° (D)

N

(7) See {suppes—2l, pp. 1U=11.
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144) 4f A € H'(D), then P(A), the power set of A,

1s in 4°(D); a |

iv) if A e K'(D) and B ¢ A, then -Be H'{5).

The denotation of a true sant-nce will ba a special
object TRUE, and likewise /a false sentence%denotes the
object FALSE, I let

E°*(D) = H'(L) y (T-UE,FALSE} .

Since some utterances will in fact express twwo.

"propositions" (see below), we need to allow ordered pairs

of denotations. Hence, let

H(D) = (D) U {<xy>'} x,y ¢ #°°(D) } &

wha

T—




159

Set-theoretical functions are now assocliated witn

the rules of a cfg. Let ¢ =<KV, I, §, P> bpe a cfg, aq@
§ a functionon P that assigns to eacn p € 2
exactly one set-theoretical fungtion such that {f the
right-hand side of p has n symbsls. then #(p) has n
argquments. The arguments &are to Ae_applied to #(p) 1ia
the same order as trey occur in the rhs of p (&). Then

|

Notice that no rule can rave mora than one\

\ -7 i -
semantical functioh associated with:it. Snould I waat a

/

i

(8) The explanation for ;;L order of arguments

requirement is to provide a fiat solution to a problem
mentioned in [Suppes-2]. The problem can be summarized by
noting that tw~ oOr more instances of the same symbol may
occur at differ::: nodes of a tree¢ and will generally play
non-interchangea..e roles in the semantics of the 8Sentence.
To avoid labeling trees and reformulating the dafiaition of
a derivation accordingly, I simply require that tha symools
on the rhs of a production have -their valuations
applied in order to the sat-thepretical function associated
with p. 7Inis creates rather strange functioas (suca as
convarse subset), which I Agnore by usinj the standard
sat~theoretical terminology as metalinguistic
abbreviations, -ssuming that all is clear. In any case,
the program that I wrote to /do the work knows what is
happening, but it i3 of /no conceptual interest to .0
through the tnrashing of explici: definition on this point.
The coanvention I use for my abbreviations is thas:
if a symbol occurs two or more times in a striny, then the
valuation of the string is written using the symbols with
subscripts that refer to the order in tne original striny;
if the order of the symools in the valuation is the same as
the order in the string, then the subscripis are omitted.
For example, I write:

(N LINK N] = 4if [8] & [4) then TRUE else FALSE,

166

e e




160

grammatical construction to have two or more semantic
interpretations, I would proliferate rules in tne  rammar
accordingly rather than associate more ctnan one function
with a rule. €Since a derivation is associated with a tree
(see Chapter 4), this means that 1f a seantence 1is
semantically ambiguous, then it is syntactically ambiguous
as we).. It seems Cesirable to mirror semantic ambiguity
in syntactic ambiguity so that if a terminal-form is
semantically ambiquous (i.e., has two or more
interpretations tnat are not sat~-theoretically equivalant),
it is grammatically a@biguous as well.

The conditions on H(D) that allow ordered pairs
of denotations need some explanation. Ofcen, the most
reasonable approacn to tne semantics of gn v terance i1s (<
believe that it expresses  two Ior perhaps more)
propositions. For example, consider the ques:tion <~

Di4 you go or did you stay?

Clearly, this is tw> separate questions. Answeriagy =~ us’
to the utcterance (a favorite response of the lo 17al.y
soshomoric) misses both the intent of cthe guestioner 2.~
the logic of the gquestion. Wnat is needed 18 somethin
like an ordered pair with the elemente corresponding ro -
two separate questions (3). For such utteraaces, Lt weild

/ \
not be satisfactory to suqgest two alternative s 3t
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analyses. The notioa of alternative imp}/es that, while we
have two or more possibilities, only gyz/is correct and to
be acted upon. The idea here is rg}ﬂer that the utteraace
conveys two S2parate packages of inféymation.

In the grammar' GE1, theie are five rules that -
have associated tunétions A1sing  ordered pairs of

denotations, rules (8,4), (8,5), (8,6), (3,11), and (8,15).
s

snould not be

Fable 1 gives the termina} forms using each rule.

most plausible that rules (8,11) an

- —_—

generating a nair of denotations, since the;é'is evidence

in the ERICA  corpus that the utterances  these

terminal-forms represent are simply repetitions. However,

I have left these rules in the grammar since it i3 tne more
geﬁeral case.

The full generaliiy of the <closure conditions on

/ 4(D) are rot realized in ﬁkICA, since the terminal-forms

requiri g paired denotations all have an affirming Or

negating word as one of tha "propositious".

(9) A large part of the informal work that I di¢d
with the EZRICA corpus concarns the gquestioca—-answer pairs;
it is from this subset of ERICA that the clearest view of
the interaction between speaxers arises, so I nave asked if
the semantics handles these interactions correctly. 1 plan
a later paper on tha semantics of questions with an attempt
to predict the answers, syntactically and semantically.
Unfortunately, tha ERICA corpus is a little small for this
analysis, oput at IMSSS at Stanford w2 nave a larger Corpus
that 4is being collected under conditioas experimentally
superior to those used in ERICA.
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IABLE 1
TERMINAL~fORMS IN ERICA REQUIKING PAIRED JENOTAIIONS

RESCANNER MODEL Of LEXICAL DISAMBIGUATION

RULE: (8,4) 8 =) neg a .

!
x
1
0

TERMINAL=FORM

=]

neg n
neg persp link neqg

neg adj

neg pron link art n

neg art n

neg mod persn v persp

neg n n

neg adv

neg persp v neg

neq v

neg adj adj

neg pron link n .
neg persp link n

neg persp link art n

neg pron lin< art al; n

neg persp mod neg v prep

neg qu n

neg adj n

neg adv adj

neg arc n conj art n

weg mod persp - *
neg mod persp Vv pron |
neg mod persp v prep parsp o

neg n v

neg n pn

neg n VvV neg

neg n'pn v prep pronadj n

neg pn -

neg prep qu n

neg persp v a

neg pron link

neg prep persp

neg prep padj n

neg persp v pron

neg persp v art n

neg persp v adj n -

=N
.-......a-...-—-.......-—-A-d—-d...NIU\JNNNquwhAU‘mmmN
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neq »ersp link pn

neg persp v persp

neg persp mod ney

neg prep pronalj n

neg proa coaj pron

neg pron link pn n

neg persp link adj

neqg pronadj n aux v

ne; persp aux heg v

neJy persp mod v persp

neg pron link pronadj

ney persp v persp pron

neq persp link ney adj

neg persp link art pn n

neg pron link neg art pa
neg persp link art adj a
ney persp mod n2g Vv pron
neqg persp aux vV prep oersp
neq pron link pronadj adj n
neg persp mod v prep pronadj n
neg persp mod neqg V pron prep pron
neg qu

neg v n

neg v pron .

neg v persp prap

TYPES = o1 TOXENS = 120

b D ad b wd od b ed wd D b D ah b =D D wd b D D D b ol -

STARRED ruRMS HAD WO [REES, WiTH EACE [IREZ
USING THIS RULE ~NCE.

RULE: (8,5)

aff persp v

aff persp mod

aff persp link

aff mod persp n

aff n

aff pron link

aff persp link adj
aff persp link art n
aff persp mod v persp
aff prep n prep persp
10 POKENS = 32

|
[

RULE: (8,6)
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1 persp mod neg v n aff |
1 v aff
TYPES = 2 TOKENS = 2

RULE: (&,11) s =) aff aff

42 aff aff
TYPES = 1 TOKENS = 42

RULE: (8,15) 8 =) neg neg

S neg neq
TYPES = 1 TOKENS = 5




Ysually the basis for the recursion into 4(D) is

provided by a function v on the set of tecminals T. If
a € Ve, let via) be denoted by o), . as an
abbreviation. Thus, termirals denotz.
strings of terminals and nonterminals “denote” in
the sense that the basis denotations of terminals together
with the 3emantical rules on thes grawmar Jgenerace a
vyluation. For example, in the language L1 , the formula
*) (((0+1) = 1) => (0 = 0))
"denotes” its truth-value (TRUE), datermined oy followin,

the semantic tree for *).
F: TRUE
=

‘ F:\ TRUR
F: TRUE /////// \\\\\\\\
\\\\\\‘\\ T: [0] - T [0]
Ti\\iii = T [1]
+ T [1) \

0: [0] 0: [0]
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I shall write, again as aa abbreviation,

[((((0+1) = 1) => (0 = 0))] = TRUE .

There is, hovever, a distinction tnat\snould be made here,
namely, between a denotation maue on a ° (string of)
symbol(s) by a basis assignmant, as oOpposed to the
valuations generated by the rules of the grammar. I say
that the former i3 a basis valuatiou. If the basis
valuations on a potentially danoting grammar G iato a
model ¥ are all on the terminals of G, thea u is
said to be a uniform model for G.

My model for the semantics of ERXICA 1s exgressly
not uniform, since I wisn to make some basis valuations on
two terminals. The problem arises with verbs that take
prepositions as a parc of the verdb itself, especially where
the verb may be separated from the prepositioa. |

Let t1, t2 € T, TIhen t1#t4\ maa.is the striug
consisting of t1 and tZ, with # acting as a space
marker. For some such combinations of terminals, ctnere s
a basis denotation. Such terminals are tha separable véros
togetnar 'with their associated prepositions. Without
requiring that the parser be coatext-sensitive, special
get-theoretical functions associate with .he rules that
generate the terminal forms where these sejarable veros

occur. Surh a set-theoretical function i3 a non=uniforn

function. In the grammar GE1 (sse Cnapcer 4), “here are
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two rules using non-undorm functions, (3,8) and (4,30),
each having its own associated function, T[able 2 lists che
terminal forms (from the rescanner lexical disampigyuatioan
modal) that require thess rules. Eacin terminal-form in

Table 2 is grammatically unambiguous relative to GE1.

174
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TABLE 2

SENTENCES GENERATED BY RULES REQUIKING NON-UNIrORM FUNCIIONS
RULE: " (3,8) Vp =) veru up prep

persp v persp prep
persp v pronadj n prep

persp mod v persp prap

persp mod neg Vv persp prep

n VvV persp prep

persp v art n prep

persp mod v pron prep

persp mod ney v pronadj n grep
mod persp Vv persp prep

persp v n prep

persp v pron prap

persp mod neg v art n prep
art n v persp prep

conj persp v art n prep

conj pers» v pronadj n prep
conj persp mod v art n pgep
conj persp mod neg v persp prep
int pn v pronadj n prep

int persp mod v persp prep

n mod v persp »ren

n persp mod v persp prep

n v .n prep

pers3p v qu n prep

persp mod v art n prep

persp mod neg v n prep

persp mod v pronadj n prep

pn v n prep

pn v persp prep

-l umd oh
oOND

- ok D ed D b D ed b= LA NN DDWW W WO

TYPES = 28 TOKENS = 78
RULE: (4,35) a => vol subj prep

persp prap
nron prep
art n prep \
pronadj n prep ’

€< <¢<g




iat v persn prep

mod neg v pronad) o gieg
neg v persp prep

v n praep

v pn prep

v prep oronadj a prep

vV qu n pred

-k h e =P o -

IYPES = 11 TOKEwS = 23
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There are in ERICA 39 tyges representing 131 tokens |

that rejuire that two terminals nave a basis valuatxbn\

. \
together. WNon-unformity of a model ‘¥ could of course '
account for th2 phenomenon of att;iig;;v;ty, such as the
phrase "allejed dictator , but I don‘t find any great need

for this in the ERICA corpus.
V. SEMANTICS FOK/GE%

Most of the 1lexical cAategories yiven in . tne
diction;f; have a specified kAnd of valuation in H(»D).
Since I have tried to use simple- semantic fuuctions for
ERICA, a certain éomplexity 15 placed upon the basis
valuations of the terminals. 1. think this is desirable
because it makes an explicit commitment to tne inlormation
that is in the "data base (Erica’s perception, ner memory,
the physical surroundings of the conversation). Also, it
gives us a feel for the adejuacy of simple functions ior
the semantics of natural languagje.

ot caursa,/I cannot give the pasis valuacions o&
the individual words, as they would be spellea out iu a
data base dealing with a specific subject matter. rather,
for each grammatical category, I can indicate the sind of
object in the structure H(D) that is approoriate.

A. NOUNS, PKONOUNS, AND ADJECTIVES




N

The foligwing grammatical categoriaes nave simply

subsets of the domain as their basis valuation:

AN

adj
n

pad j , {
persp

pn
pron
pronad}

Thaée are the nouns, pronouns, and adjectives. Some wo£e§4// \
s éh as Broper nouns, denote one object, Thus, the rd 1
/ Erica | t
'/just refers to the person Erica. Bg/g;tff//tné denotacion %
[Erica) of the wozxd .'EfiEQQ//aixl fbéta singlet?n set é}
) / |

containing the elsment

Erica.
‘This should cause no contusion. Witn this coaventipn, tae
semantics is simplified in that the deuotation of a| noun ox
proper noun will always be a set of objects; the semantical
functions assume this,

This group dominates the corpus. Looking back tC
the data on dictionary construction, Iable 3 of Cnapter 3
shows the (relative) numbers of words witn Tne various

lexical classifications. I summarize that data below; /

\
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WORNS TAAT TAKE SUBSETS OF TEE DOMAIN
AS THEIR CLASSLIFICATIO. (10)
(ADJ, N, PADJ, PLRSP, PN, F-ON, PrONADJ)
ENTIRE ADULT ERICA

CORPUS POKTION PCRTION

TOTAL TYPES 3,490 3,135  .,03)
TAKING SUBSET 2,411 2,169 1,389 .
PERCENT 69% 69% 8%,

|

Hence, by types, 68 percent of the words in ERICA take the

subset Jenotatation accordinyg to this model.

3. VESBS

(%
M
“
(]
)
2

Tharé}_ata four Kkinds of verbs in the
lexicon:

aux

mod

v
plus the forms of ‘to be’ that are classed as

liak.
There is an important semantical differenca Dbetdeen the
forms of ‘to ba’ and other verbs; I uiscuss the other verus
fir.st. o

{
The problém with verbs 18 that they take oObjeltis.

(19) These, and other figures of tnis <xand, are
computed from Table 9 of Cnaptar 3. When a coatractioc. is
encountered in that table, {f one of the 3ymools  in zha
contraction is the desired symbol it is auaded io.
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More importantly, tne same verb will sometimes takse 0, 1,

or 2 objects. Consider the (fictitious) examplss:

1) I am reading.

i1) . John is reading the book.
111) Mary i3 reading a blind man the Biole.

One samantic approach i3 to view i) and ii) as elliptical,
in which case, the semantics might have tc account £or the
suppressed arguments to the [read) predicate.

An apg ocach that makes less commitment 1in this
direction is to let the semantics of a verb ba of tne form

A UB U C,
where A e.- p, B & D2, ¢ ¢ D"3,
and D 18 the domain of the model. A purely intransitive _
verb (e.g., ‘to run’) has B=CsQ0. A verb that always takes
one object has A=C=0, B# 0. Most transitive veros can
have 1 or 2 objccts, and in this case A=0, B #0, C#0.
Tne more general pase is-of a mixture,

Again referring to fable 9 of Chapter 3, I jive the
sums of the types that have one oé\ these three

\
classifications:

aux
mod

v .
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WORDS THAT ARE VERS8S IN THE ZRICA CORPUS DICTIONARY
(LEXICAL CLASSIFICATION aux OR mod CR v)

ENTIRC CGRPUS ADULT ~ ERICA

TOTAL TVYPZES 3,430 3,135 2,039
TYPES AS VEKBS 899 513 812
% AS VERBS 26" 25% 26%

It is possible to allow verbs to have a large
number  of objects, either explicitly or implicitly,
indicating time, place, other personal objects. I have
avoided this for tne present.

Verbs classified as LI&K (forms of ‘to be’) are not

\
included 4in the above sincé 1 hava consiloaered in-m as
logical symbols and used seaancical ‘rules Aaccoi.ngs .
LINK 1in a terminal-form siynals the use of the suss-%
function, For example, tne terminal~-form
// 12 2ron link n
has as its valuation

If [pron] € [n] THEN. ~TRUE ELSC rAuSE ,
and, likewi se, | ﬂE'
. 443 [(persp v 9;§n] =

17 [persp) ¢ { a | (% <a.§) zv] ) ( be[pron ) }
S~ THEX [J{RUE ELSE.-.rALSE .

(rhis notation is «:ad the terminal form ‘gersp v ~r.a .,

with 44 occurrences, has as its valuation in dlv) ...




".) Notice tnat, if ‘persp’ refers (‘refers’ used
informally) o only one object, iﬁen. allowiny the
denotation of ‘persp’ to be the singlaton means that subset
is still ths correct semaatical function.

C. QUANTIFIERS ALD ARTICLES

The implementation of quantifiers and articles is
certainly the most important part of the seman;;cs to the
philosophically iuclined. In fact, it is my suspicion that
a logician will judge a theory of the sdégntics of natural
language most on the ability of that tneory tc handle anu
coordinate Jquantifiers.

My theory will not satisfy many in this rejyard. 1
have not tried to develop a theo€} that will account for
much mathematical languaye at all.;/On the basis of Theorem
3, Iisuspect that context—senéiti?ily is needed for tnis.

The rules of the gram$ar GE1 that iatroduce
jquantifiers and ajyigles into sentencs3 make use of tne
semantic function QUANTIF. OQUAWIIF ts a functica If two
arguments, which are:

1) the denotation of the article or quantifier;

2) the denotation of the phrase being modiried.
For example, the rulez \

(17,5) npsub -> quart adjp nounp

introduces quantifiers and articles 41iato aoun phrases.

132
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(Ssee the grammar GZ1 in Table 3 of Chapter 4.) f[he
samantic function for this rule is
- QUANTIr([quart},(i{adjp] N {aoungl))
(whereirn we use the symbols on the cight-hani side of the
rule to indicate the Eapplication of aryumen.s). fhe
Qemantic function QUANTIIt is defined in this section, and
it depends not only on the denotations of tne words, but
also on\tne words themselves--i.e., which guantirier or
article w;s present., Hqgever, the function QUANILIF 13
stiil a part of a context-free semantics, 1a tnat the
j;aluatioa returned by QUANTIF does not depead upon the
_context of the phrase in the senteqace. .

‘ "I now indicate ctne Qenoﬁations of tne various

quantifiers and articles, wnere applicaple, and the

algorithm for computi..y the function QUAWITLs.

i

/

? /
/

1. CADINAL NUMoERS

—

- \/ '
Most of the cagdinal nunoers ldss than <0 occur 1ia

1
'

ERICA, (Recall that_ cardinal numbers are <lasse. as
‘qu’.) Most of the usages are trivial, as for example 1a
counting exercises, I give cardinal numbers denocatious
reminiscent of the Frege-xussall treatment O:c the roiicn Ok
cardinal, although simplifiedl. Tne mewnuwa 1s . 2t =

car@}nal n be the set o0i all sets of v oi caruinality

n . For example,

AN
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(one] = {x eP(D)| |x} = 1}

{two] = {x eP(D)] Ix| = 2}

[three] = {x ¢ P(D)}| Ix| = 3}
Notice that no use is made here of any sort oi hierarchy
despite the fact that a more ccmplex usa of languagas than
that found 1ia ERICA -might require it. Consider the
sentence, 'Two groups Of gJirls were present. The

reasonable denotation [two] would have to include the set
! \
{ x (8y,z e x)( Y2 € D) \\

A ( Ywe x)(wsy v w=z) }

When the quantifier 4is a cardinal number, the
valuation given to QUANTIF is jiven by
- QUANTIE ( [cardinal number],[a strin;]) =

{cardinal number] n P({a striag]).
Hence, for the phrase ‘"two pretty ;irls’ we obtain

QUANTIF( [two], [pretty girls]) =
QUANTIF( [ctwo], ([pretty] n [girls])) =
[two] n. P([pretty] n [girls]) .

This gives us the class of all two-elemeat sets of pretty
girls.
Such noun phrases as ‘tne two pretty ,irls’ do no.

occur in ERICA; however, I indicate now to handlz tn3se
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phrases in th% next section,

2. THE DEFINITE ARf}CLE

The definite article, ‘the’, occurs at least once
in 358 sentence types, reprasentiang 377 tokans, among the
9,085 tokens in ERICA. Uses of ‘the’ can be classed as
demonstrative and intgnsive, where the former serves to
distinguish an object while the latter seem to do little
semantically at all, Some examples of the actual seﬁtencas
follow.

DEMONSTRATIVE USES OF ‘the’

FREQ SENTENCE

to the zoo we went.,

in the water,

in the castle,

put it on the microphone.

NN W

INTENSIVE USES OF ‘the’

FREC SEwTENCE

i lost the other one.,

all the clothes,

and the soldiers will come.
all the shapes.

[ QP Y § ) |

This distinction is certainly not hard anl fast, but making
it teﬁds to point out tte d;grees of semantic impore the
word ‘the’ has.

In the classical theory of definita descrircion;,

the word ‘the’ 1is treated as an operator picking ou:t the

- -
-




object uniquely possessing a cartain oropertiy;
classical example i<, of course

*) Scott is the autnor of Javeriy.
where the phrase ‘the author of Waverly’ denotes Scott
uniquely, The logical form (11) of tnis senteuce is
something like

8 = (iota x) W(x)

where s is the constant denoting Scott, W(x) is -he

predicate for ‘x wrote/Waverl °, and 1iota 1s the definite

/
description operato ./

Looking at the usagas of the word ‘the’ in ERICa
suggests a more complicated notion of descriptiou. Nearly
10 percent of the usages of ‘tne’ occur witn plural noan

phrases, such as

The tapes are going around.

Plurality coald, of course, be accommodated oYy-
picking out a distinjuished set, which may have more than
one element. The classical tneory of definite descripticon
has wusually been stated only for predicates that are tru-

£

of one object, but the extension to sets is an obvious one.

-

(11) I am somewhat unhappy about using the phrase
‘logical form’, since it ma; evoke many things beyond w.:.
I intend. I use tne notion informally to mean tie 8crte:nco
1n firat-order logic, with set notation, that would ke U°
representation for the given Englisn 3enteace. T han
nothing more formal in mind tnan the valk apcut translating
ordinary language that {s customary {n elzmentary lo;-
courses.
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My inspeccion of tne uses of ‘the’ in ERICA leads
me to believe:

1) it i3 clear that the pnrases usiany ‘the’ are
perfectly clear to Erica and her coaversaats, s$o uochiu
very strange is happeningy; .

2) tne word ‘the’ is doiny sSometaniny =- it has
semantical 4import, and is no% always there merely for some
kind of syntactic filling, as I had suspected miyht be the
case;

3) waile ‘the’ is picking out a distiuguisned set

of objects, 1t 1is not clear that inany phrases migac be
simultaneously maaningful, such as:

the maa

th2 two men

tne £ive men

the three most handsome mea

To countenance this in a theory that extends the
classical theory of descristions, I suggest tne‘hotlon QL

contaxtyal orderinys. ; |
. . The fi:st semantical concept I oﬁéer is tne notion
of tne set”- IMMED , the set oI Objects oI immeaiate
importance to Erica. The initial reasou for offerany chis
is that many of Erica’s utterances are ellipticai auu
assum2 a limited domain for much of the conversation. Ol

course, the convarsation may graduaily cnangye in topic, aad

when it does, the domain of immediate impourtaace wWiil

change. Language provides for ways oOf "cnangin;//zhe

subject". for example, by using proper aouns tuo brin ficw

i
!
i
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objects to the foreiront oL tne conversation.

The set IMMEU 13 the cont:xtual parameter in my
semantic model that coaﬁgins the thinys of coatextual
interest or concern to Egica, +ne assumptiou 41is that
careful examination of the context of utterance, the
physical surroundings, and the notes of the adults would
enable us to estimate this parameter at any -.iven time and
to account f£or the ways that oOpbjects are added to aad
subtracted from IMMEJS. I think that it is not as large a
set as one might suspect. '

. The need for a contextual pararater in the
samantics 13 illuscrated by looking at various pnrases in
ERICA and noticing tﬁ;t the same phrase will rappear to
denote different things 4in different occurreaces of tne
phrase. Notice the occurrences of the noun phrase ‘the

water’ in the followiag utterances trom ExICA.

SOME OCCURRENCES OF fIIE PIRASE ‘the water® Ik ERICA

FREQ UTTERANCE

3 in the water.

1 he goes in the water.

1 he spilled tne water.

1  lookat the water.

1 that’s the water and let me 4o in tnere.

Looking at the contexts, it is utteriy implausible

to believe that the same object is denoted throughout.




N

182

Hence, the need for a contextual parameter.

I will define IMMED from tae set IMMEU1., Let
IMMED1 be a subset of the domain . The interpretation is
that the elements of IMMED1 are the objects of 1mportaAce
in the conversation (at a given time).

Let R be a binary relation (ordering) on the set

IAMED1 satisfying the following properties:

i) TRANSITIVIIY: if xky and YRz then XnZ,

for x,y,z€ IMMED1; ‘
,11) CONNECTEDNESS ¢ xRy or YRX, for X,y € IMMELT;

Thus, R is a weak ordaring. One ©f the regyuirements,
connectedness, may be too strony. Intuitively, x «
means ‘x 4is at least as importanc as y’.

2ased on the structure given o L1MMEDY ., s
ordering K (which may pre%ent a lot f structure, or very
little), I want to include cercain subsets or IHMEvT 1a
IMMED. Perhaps I can motivate tnis oy the claim chat I

think the following phrases may all be m2aningful:

the men ;

the man |
the three men

while, at the same time,
the two men
may be meaningless, or at least sufficiently unclear a. tu

require a ‘HUH?’ from the listener. My claim about a




conversation, such as the ERICA corpus, 1s that at eac:n

momeht in the conversation tnere exists a set of objects
IMMED1 together with tne relation Kk, -wnich invuitively
means the relative importance of the objects in IMMED1,

It is now possiole to define IMMED from IMMED1 and
Ko Actually, I want to define IMMED relativized to some

set T, so I define first the set IMMED(L). fhen, IMMED =

IMMED(D), where D is che domain.
Let IMMED(T) be the smallest set such tnat
1) (IMMEDY N T) & IMMED(T);
2) 1£S & (IMMEDY N T) then 5 € IMMED if
;nd only 1if
{ Ix ¢ (IMMEDIN I)-8) (Yy €3}
(if xRy then not yrx and
1 ykx then not xiy] .

I shali call such a set S a clea. section 9f IMMED:

Xelative to I.

Thus, IMMED contains the oObjects Orf contextual

importance IMMED1, together with taose subsets of IMMnU1

¢
that can be determined by the orderingtﬁ-squGCt to tae

!

1. Juirement that a subset must be nedtly elineated wuy the

' ordering. //

It 18 now possible to givo t alg rlnnm LOr i
A}

semantic funcrion CUANTICO in the naéé Lidw L arolcea .
\
* - . ! .
the word 'whe’s It 18 ® CC- dtacnal - PrEE la. . YT UlC3Icdo

/

/

- /
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a series of evaluations to ba attempted.

*) QUAJTIF( {the], [<exporessiond]) =

1) 1if {expression)> i8 syptactically singular,
and there is a singleton set S 1ia -
IMMED( [{expression)] ) |such thnat S < ([{exprassion)},
then evaluate to: S J

ELSE

2) if {expression)> is syntactically singular,
then there i8 no evaluation.

ELSE

3) 4if IMMEDY N [(expressioA)] is not null
then ‘evaluate to: IMMED1 N [<{expression)]

1
)

ELSE | T '

4) if {expression) contains a cardinal numoer, lét s be
the size of the elements of [Kexpression>]; tnaa
[<expression>] 1is computed b

QUANTI+ ( ({cardinald], [Kexpression 2>])

for some {expression 2). if there is a unijue
set S ¢ IMMED([<expression>])|such that |S| = s and
S ¢ [{expression 2>], th2n evaluate tos S
/
ELSE -

5) the expression *) does not *valuate.

As an example, consider [the ghrase

~

the five men, T~

Let IMMEDY = {at,...,al15,t}, \ R
i
|

and [{men] = {at,...,a15,p0,c,d},
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and let the relation k be given by tne following diégram
(where tne higher elements are more important, a.a elements

on the same level are ejually important.)
N

—_— _J\

al
a2

as

a8 ¢t

a9 al10 : ///

4
o

al3 al4 a15 7

We restrict the ordering t¢ [men] (([five men] would be more

correct--this would/lrgﬁuire some added complexity of the
./

above conditional function). This removes the element =
/ \ .

- . [

from consideratioh‘/ Tas only 5= eleme:l Clean section 1
7 Co-
the set ) . . -
{a8,a%9,a10,a11,a1¢} , )
and hence, tnat 1is the denotatio. of tnc carase wne tive
men’ .
The ghragé ‘the men’ delotas <ne seé
{at,e.., a15} .
31ace Lhaie is a0 2=-clement clean sectioh, the pghrase ‘the
two men’ does n>t denote. [Ine phrase “the man’ selacts two
t1-element clean seciions. TIhe above aloritam says tnhat it

therefore does not denote. Alternatively, Wwe might selec:

the highest clean section, and le-

PR NN
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[the man] = {at}
which is intuitively correct.

Noticé that the algoritim gives the classical
fesults of the theory of definite description where
applicable, yst the theory 18 extended to include other

sets as well that are a part of natural discourse.

3. THE INDEFINITE TICLE

When the quantification theory of predicate logic
4is applied informally to natural languages, the existeatial

quantifier 'is often used to represent the indetinite

(4 4 (4 4

articles a and an’. These words~9966r somawhat more

frequently in ERICA than the definite article.

A ~
\

"INDEFINITE ARTICLES IN EARICA /)

,  TYPES  TOKENS
a | 788 857
an o 15 1o

1 . »
!
!

These woris modify Eingular noun nnrases exclusively.
Presumably,\ . *
[a] : [an] ’

so I will identify the two forms of ths indefinite article

and talk only about ‘a’. In about one-third of the cases,

‘a’ points rather non-speciiically, as 1if to 8ay some
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)
singular but -unidentifiec, perhaps unfamiliar, object.
Such cases include: 7
1 there's a farmer in therea.
1 ' thoge are for a boy.
e e
a

in many other cases (perhaps as many as 500) tha wora
functions' as a kind of generic pointer, meaning  son .tning

of this kind or satisfyin; these groporties". Examgles of

this include:;

2 i want to read a hook.
1 you are making a .wouse.

When Erica says
i want to read a book:
it is plausible that she is thinking of the criceria that

specify "bookness”, rather than a class of books (12).
© T -

(12) The treatment of Semaatics herein considerzad
is extentional. Without involviny mysslf in a discussion
of modalities de dicto and de re, L would like to remarx

little modality in Erica’s

that there is more thaa a

speech.
Ona solution that has occurred to me—=—Oue

reasonably consonant with sat-tneoretical semantic
ssential objects in the data structure (ontoloy,,

have
you will). 1In tnis way, the denotation of tne phrase

a book

that i3
s-=-135 toO
if

could be an essential book. I am tempted to recommznd this
as an explanation for linguistic developmeut of cailiren.
Perhaps there is a copfusion between propertieas and
objects, and the child, 4in learniu; a cluster of

propertiss, reifies them. Or perhaps parents foster a
realism upon the child (one that they tnemselves nave

discarded) to facilitate learning- the difterence between
oranges and pears. ‘ :
I think this is something to consider in examining

the semantics of chfﬂfggﬁ;ylaaguages.

A

1941 .
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Che most straightforward definition oOf QUAwIar,

when the article is ‘a’, is

QUASTEF(}a].[<eXpression)]) =

IMMED N [<expression)]

This seems to work rathar well.in casas where the arcicle

occurs in tne predicats of the utterance. For example,

£

[i°'m a big girl] =
if [1] s (IMMED N ([big] N [3irl]))

thea TRUE else FALSE .

The grammar GE1 1is deficient in regard to the’

[y

semantics of ' many phrases containing ‘a’. 'lhere are

-

L4 ]

approximately 100 utterances in ERICA that coatain a in
the subject for which GE1, as it stands, jives tne wrony
semantics. Consider the utteraace

1 a boy nai that one.

The logical form of this utterance is sometning like
(4 x) (x is a boy and x had that one).

The-rules of GE1 simply check to see whether Or not- the

subject is a subset of the predicate. iienc2, we have

[

EVALUATION 13
1£ [a boy]

(continued)

by
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c { x| a<x,y>e [nad] (ye ([that] n Loue])}
then ThUE else FALSE.
P 7/
élearly, no denotation [a boy] makaes this plausible.
Instead, we need to changs the rules for GE1 to cneck for

a’ in the subject, in which case we could have somathing

like - ‘ : <

EVALUATION 23 |
tf [a boy] n k
{ x | @<x,¥> e [had] )(y e [that] n(one])
# 0 then TRUE else FALSE.

\
some addicional rules (perhaps several dozen) need

to be added to 3GEN tp yenerate sentences whereia the
subject 1is modified ‘Py the 1indefinite article; the
appropriate semantic functions can chnen be associatei with
these rules, ' v
| 4. THE UNIVERSAL JUANTIFER
The word ‘all’ occurs 4in 100 wutteraace tyges,

accounting for 128 tokens. For simplicity, I let

CUANTI%([yll],[(expreﬂsion)]) =
[Cexpression)]
as opposad to, say, raestricting [{axpressiond] to the set
IMMEDY. This appears 'to work in about 75 percent of the

cases. The remaining 25 percent use tne word ‘all’ in the

7
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sense of ‘completely’, ‘as in
13[the kitty all green] =

i1f [the xitty] ¢ [yreen] then TRUE else FALSE .

This is rather strange; it says that the xitty is a green

thing, rather " than the stronger 1ntergreta£ion of bpeing

completely green. I take it that these cases use ‘all’ as

an attributive adjective rather than a quantifier. \
This use of ‘all’ occurs in ERICA only whén

{exprassion> is an adjective Aph:ase. 80 the rules ror

QUANTIF could be modified 1f I were williay to handle

attributive adjesetivas, which I am rot. dowever, this

would give the wr&hg resuit to

1) men are all mortal,

which presumaoly nas the same meaning as

2) all men are mortal,

and tnareforae, ‘all’ is not attributive in 1).

Some utterances using ‘all’ follow.

he’s not all black.

i all finished.

tney’re all gone,

it’s all gone.

‘cause thev’'re all gone.

‘

6 all gone,

6 it’s all gone.

4 he’s all black,

4 it all gone.

4 they’re all yone, -
3 all finished.

3 that’s all i got. :
2 all up.

2 all 1 have.

2

2

2

1

1
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well-,
gona?
mine.

gone ...
the way.

those ...
£all down.
. PKIPOSITIONS
Prepositions are uged in AF1 in- two ways:
1) As a syntactic part of a verb associated with
the preposition.‘ Table .2 lists the sentence types
requiring rules (3,8) and (4,35), wnicn associate a ver»

with a preposition. It is importaut to realize that the

semantic “unctions associatel with tnese rules are not
concerned with the denotations oi <tha prepusitions
involved. For axample, the lexical form

persp v pronaij n prep,aiv

represents the utterances

4 ' { jumped my puzzles out.
1 i dump my puzzles out.
1 i put my dishes away.

The valuation of these is jivan by

if [persp] ¢

{ a| (5<a,bs e [COMBIE([v],wrep)])
(ye {pronadj]l n (un]) 1} i

.then TxXUE else FALSE .

The syntactic function COMBINE concatenates the vero witn

the preposition to form, for example, tne separable verb

ERIC | 198




dumped#out .

This is then considered to be the syatactic unit in the
utterance. ’
I might add tnat the function COMBINE does the sams

work that would be aone by a transformation desigaed to

convert the tree

S

SUBJ v NP PgrP

out

my puzzles
i Jumped
to the tree
N . S
SUBJ \' NP
my puzzles
i dumpedfout

2199
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I do not explicitly use transformatio.sj; however, it miyhe
'pe ¢clearer to do so in this case.

2) Two other rules, (7,1) and (0,¢iy allow
prepositional pnrases to modify noun phrases. (fhe reason
tor‘duplications of rules in the grammar GE1 relates to tne
fact/that GE1 is also a'brooabiliatic grammar. Often 1t 13
necessary to repeat the same précess two or more timaes in a
probabilistic grammar in order to account for statistical
differences in the data.) "

The denotation for a preposition is:

(prep] ¢ D72 - _ \

The rule that generates prepbsitional phrases is
(12,1) prepg -> prep np

and the semantics 1is ¥

[prepp] = iprep np) =

Hence, the noun-phrase -
capitol of rrance

has as its denotatcion

[capitol] n -

{a} {g<a,>c fof]) . .
(b € [France]) ; .

As previously mentioned, this is not the most natural way

to handle prepositions. The preferable way 1s to view th

200 .
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preposition as a function--e.4q.,
CAPITOL=OF (X) «
The preposition ‘witn’ is perhaps a paradigm for .m;
semantics for prepositioas. In a quite natural way,
[with) can be tnougat of as tha set of pairs <x,y> sucn
that x is in tpe accompauiment of Yo Other
prepositions, such as the ubiguitous ‘of’, do not in

themselves represent a single, clear semaantical notion, and

hence my treatment does not do such prepositious justice.

E. ADVERBS
o Xd;érbs form tne most complex semantic clésa I've
consgidered. Yere I am particularly afraid that tryin, to
make GE1 a good propabilistic grammar has hurt tne| s2mantic
“treatment.

Two views of the semantics of tne adverbd apyed}
reasonable:

1) The adverb is a function. Given a set A,
ADVERB(A) €A, generally; for example, tﬁe ad jectival
phrase

[very good] = VERY(Igood])
where VERY is the function associated in the model ¥ wita
the adverb ‘very’.

2" Alternatively, notice that mos{ propuerties to

which adverbs are applied can be thouyht of as orierings.

201
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The adverb then selects the appropriate 8zction of the
ordering. As an 1illustration, suppose that the ordering

given by the adjective °‘good’ 1isi

ORDERING ON D GIVEN BY THE ADJECTIVE ‘GooD’
| x1
very| x2 x3 .
x4 ‘
xS x6

x10
x11 x12 |

. .

The adverb ‘very’ then selects the appropriate part ot' the
ordering /in question.

I do not intend to develop either theory in any
detall, except to remark that 1) seems a bit too genaral to
be useful ‘1n analyzing a cnild’s language. 1) 1is a
brute-force approach to the semantics of adverbs. 2)
requires some analysis of the structure of some particular
adjectives and adverbs ian Erica’s sp;ecn, o sae if it 1s
tenable or not. (Incidencally, I tnink that the child
Ehinks in terms of very clea; and simple ordarings Oa
objects; I don’t think that the analysis of the orderiny
given by an adjective, say ‘good’, would be as complicatea

as might be suspected.)

In the semantic functions I use the fuaction
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MEASURE of three arguments, which arei \

1) The first arqument 318 a dummy argument that

preserves some of the structure of the subtree involved.,

It does not currently.play a part in the semantics,

2) The adverb. - -

3) The faél the adverb is functioning upon.
Presumably, the concept represented by the 3ec would nave
to provide an ordering. Hence, Aif ’'pregnant’ does not
admit |'to "more and less”, then ‘very ,pregnant’ 13
meaningless. (i'rom experience, I am howaver Juite certain
that 'p%egnant’ ddes admit to degrees.)

' Several rules—(4,21), (4,22), (4,23), ana
(4,38)~-introduce interrogative adverbs (such as ‘where’,
‘how’) into the sentence. I!now beliave that these sno;ld

ba haqdled quite separately by a gramear wicn mole

individually suited rules. -

Fo. OTHER WURD'S
Interrogative pronouns (words classea as ;1ucer')
ask gquestions. The,meéning of a quesﬂiou Q, i shall say,
1s the sat S such that a description of S is the cosrect
answer to Q. Interrogative pronouns have no deaocation,
|
but are instead ‘logical’ worgs. (see Cnapter © for a
discussion of ’the rﬁles‘ tnat ianctroduce iaterrogative

promouns. )
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Other logical words include ‘con)’ (conjunctions)
‘neg’ (negating words). Interjections (‘int’) play no

and
semantic role in my analysis, either denotative or logical.

€

Ny
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CHAPTER 6 -—- [HE SEMANTICS -Os ERICA

I. THE SEMANIICS OF THE GRAMMWAR GE1

In Chapter 5 I discussed the basis denotations
- given to the lexical categories of words in tﬁe dictionary.
‘ These denotations were, of course, selected with Q,mind to
the kinds of saﬁantic éunctions that would be assiyned tg

the productions of the grammar GEl.
_ Here follows a discussion of the indgvidual .rules
'of GE1. For each rule, I give the semantic ftunction, and
then report on the resﬁits of usiny tbe fule on tne data,
Lexical disambiguation was accomplished by ' the
probabilistic model of lexical disambiguatioun (see Cﬁaptgr
4). \In some of the more interestiny cases, i list’che
terminal forms iavolvad, and some ©Of the original
utterances (1). *The format is the following: £icst the
label and the production ara yiven, then tne trollowiny

-~

statistics about the usage OL the rule 1in the ErlI.A

corpus.

——

(1) I have tried to concantrate on tne problems ind
inadequacies of this semantics in this sectiou. \

©gspace - does not permit me to 1list all the

transformations ,of the daca that, 1 used in preparing tne

summary given here, since it ruans several thousaad payes.

However, the 11deg) s are available to anyone interested in
this research in a/more deta&lgg\gay.
T

\\\\\\\\\\
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3
\ 1) TYPES: the number ot terminal torms\ tnat used

the rule; :

-

2) TOKENS: the number.ot oriyinal ucterances that
the TYPES {gyfbsented; ’

3) TIMES Usiaz howe¢maay times the ruj; was usad in
ERICA (where a given terminal form may hagé used the rule
more ghan once; this could either .have beerf. because Qne
derivation of the form uée? the }ule repeatedly or because
there are several derivations of the form, eacn. of wnich
used the rule); ‘ . .

4) TIMES USED * FREQUENCY: the fregueacy of a form
multiplied oy the number of times the form was usea, sumned
aver the forms. )

If the complete list of terminal forms is given for
a rule, then the following information is included:

1) col&@n 1: the frequency of the-form 'in EKICA,
after .axical disambiguation; '

2) column 2: the number of derivations of the for&
by GE1} |

'3) column 33 the form, followed by the numbar of
times /éne rule was used for the form, 1£<tnis aumber is
different from 1. }

Following this, the semantic fuaction I wused ftor
the rule 1is displayed. The format 18 as described in

Chapter 5. In addition to simple set-tnaoratlical

206
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functions, the %Bpecial functions QUAJTIF and MEASUKE are
used witn their special definitions assumed as yiven 2n
' Cpapter 5. RSeveral\\Dtﬁér functions are also derfined as

L4

< naeded, )
Aftar lexical disambiguation by tne probabilistic
.method, there ware j.Q§6 tarminal forms, repraseating 7,046 .
utterance tokens in ERICA,

\

1. ADJECTIVE PHNRASE RULES

ii;ll adjp =2 adi

N
. o )
- Types = 193 Tokens = 539
Times usud = 214 Times used * bFrsguency = 556
, Lemanticss {ad j] \

An aijp, to charactarize it iaformally, is a striag
of common  adjectives (ad}) praCaedeu oy an ‘oytionel
adverbial phrase.

Rule (151) 1s tha gimplest of the zrul2s that

introduce such strings.

{1.2) adjp => adjp adj -
’

Types = 39 Tokens = 63 '
Times used = 58 Times usel * ifrejueacy = 83




N

Semanticss fadjp] n {(ad)j]
This is the recursiva adjactive phrase rule. The |
forms using it are listed in Cnapter 4, sO 1 do aot repeat

tPem here.

{1,3) adjp =2 auvp adip

TERMINAL rORMS

P .
Types No. of Form Times rule used on form
Derivations (1 different from 1) (4 3

pecsp link adv adj |
adv adj , I
pron link adv adj

i adv adj n
persp link neg adv adj . -

link adv adj

persp link adv adv ad)
adv adv adj n

adv adv adj adj

adv adj n prep pronadj n
conj pronadj adv adj
conj pron link adv adj
conj persp link adv aaqj
int adv adj

n link adv adj n

neg adv adj

persp v adv adj n
persp link adv adj n
persp link neg art adv adj n I
persp link adv adv adj prou n 3 I
pron link neg adv adj \f

o Wi

———

\

I G N IR R G e S SE Y Rt

N oo )= wd e od b b oo (NN D S e ed -

w

pron link adv-ady adj

Types = 22 Tokens = 41 ,

Times used = 37 Times used * Erequency = 58 ;
‘ /

e

Semantics; MEA URE((adijADVP); {advp) , (aajz) i
{ !
‘ [

Ihis rule modifies adjective phrases wicth advgroia.
i

/
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phrases. Only one form has two (or more) adjectives

together:
1 adv adv adj adj
The original utterance is
1 in here any more
which contains the adverbial phrases ‘in#nere’ and
‘anyfmore’, which should be reclassified in the dictionary.

The form
1 adv adv adj n
r epresents the sentance

very very angry .now .
The word ‘now’ 1is very likely misclassed in the dictionary.

Wnen two adverbs modify an adjective pnrase, thefw
Are two samantic intarpretations possible, as showan by Che
Lollowing denotationus for ‘adv auv adj n’:

1) MEASUKE(<ADJP,AVP,, |AUV],

MEASURE(CADJ? ,ADVP)>, [ADV], (ADJ])) N i)

This first interpretion is thacQ botn adverbs wmodify tne
adjective in turn,

2) MEASURE(<ad jp,ADVP>,

MEASURE (Cadjp,ADv¥>, [ADV],[{AwV]), (ADJ]})
n [~]

This gecond interpretation is cthat the iL{irst advers
modifies the secone;‘

Let me elaborate a bit on this ambiguity. ne

209
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intuition behind the function MEASURE is that the advarb
assumes an ordering on the modified set and then extracts a

section from thﬁt ordering. The other notion of adverbs

that I considered 1n Chapter 5, and rejected, is that the

adverb ‘elects a subser. of the modified set. (This second

more general interpretation seems too non-specific to be
halpful in describing the semaatics of ERICA.)

No gdod examplps of gﬁis ambiguity appear in ERICA
to my knowledge. Some fictitious examples are the

adjective phrases:

a) somewhat overly protective

b) fairly well considered

A}

IR

For a) .the correct order of modification is given oy 1),
whereas for b) tha correct order is 2). Notice that we
would._intuitively. group . ‘overly protective’ tégetner,
then modify by ‘somewhat’ in a), whereas in o) cthe teadency
is to group ‘fairly well’ together. '

Ot course, some ways of handling the function
MEASURE could yield semantic equivalence, but I think that
in the above example it is sufficiently clear to indicate
that this is not always the case.

The interpretation favored by the probabilistic
grammar is 2). The conditional r probabilities for cthe

interpretations are:




1) .39

2) .61

All utterances in ERICA that have an adverbial
ohrase of two or more adverbs, thereafter godifying an
adjective phrase, present this semantic ambijuicy, The
original uttsarances, 11sted by the teryinal forms involved,
follow. (The 1line baeginning '}Fromz ‘ 1indicates the

lexical form involved. Often, since ‘lexical disambiguation

\
L}

has occurred, some consolidation has oéstjred. See Cnapter
4. Fext peginning with ‘ (REMARK’ coutainus a comment ascut
tha pravious yraup of utterances,
(From: persp link ads adv adj)

i was very very acared.
i e very vaery Snaro,

(Fromw: adv <4v adj n)
very very angry now,

(Froms adv adv adj adj)
in here any-worae,

A ’
(From: perso link adv adv adj pron n)
i be very very careful this morning.

(Remarks ‘this Torning’ is not a predicate nominative as
the grammar says &t is. Again, this is an adverbial phrase
that needs to be reclassifiad in the dictionary.)

{From: pron link adv adv adj)
those are very very high.

Looking at these utterances involving two adverns,

it 41s not clear which 1n§erpre€3tton is to be favored. 1t
: ¢ N
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Wwe believe the probabilistic grammar, we would try to
analyze ‘very very’ as an adverbial function, since this
interpretation is favored with a conditional probability of
+61. One would like to see a greater variety of adverbs to
make any claim, since ‘very’ is the only adverb using thia
congtruction in ERICA. See Saction II for further-

discussion of ambiguity.

2. ADVERBIAL PHRASE RULES

{14,1) advp =2 adv

Types = 55 Tokens = 260
Times used = 70 Times used * Frequency = <77

Semantics: [adv]

(14,2) advp -2 adv advy

fypes = 8 fokens = 29
Times used = 10 Times used * Frequency = 31

1

Semantics: MEASURE(<ADVP,ADV>, [advp] ,(adv])
Rule (14,2) is the recursive aaverbial phrase rule. -

The forms are Jiven in Chapter 4.

1

/
!
/

3. QUANTIFIER-ARTICLE RULES
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The symbol ‘quart’ introduces quantifiers and
articles into utterances. |

Notice tﬁat the class of ‘qu’ contaias cthe cardinal
numbers, and the function QUANTIF handles the semantics for
these. A more syntactically elegant but samantically
equivalent approach would use an added symool ‘card’ for
the cardinal numbers, making tne semantic difference
oxplicit in tha syntax, This is to be preferred from a
coqéeptual point of wview, since it makes a semaatic
dfétixction clear in the syntax, The chief reason that 1
. 418 not do this i8s that there appeared to be little
difference in the way the various gquantifiers wers
distributed statisctically in the corpus and hence no
syntactic justification for the added symbol.

fhis may be a case of the syntax diverging a bpit
from the semantics. I think that tne ERICA corpﬁs o:fefs
too little develophantal evidence to oe certain. w#e woula
want to look over a slightly lonjer period of time. (Erica
was between 31 and 33 months old at the time of «che
recordings.)

The semantics for rules (21,1) and (21,2) is simply
the identity functioa, This 1s becausz tne function
QUANTIF, as described in Chapter 5, i3 called by .he rules
that actually introduca the ‘quart’ into uttérances. See

rules (22,2), (22,3), (17,4), and (17,5).

21
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{21,1) guart =2 qu

Types = 117 Tokens = 277
Times used = 140 Times used * Frequency = 307

Semantics: [qu]

{21,2) guagt =2 axt

Types = 257 Tokens = 821 .
Times used = 302 Times used * Frequency = 882

\
{

Semantics: [art]

4., ADJECTIVE PHRASE RULES =-- POSSESSIVE ADJECTIVES

The symbol ‘adp’ 1ntroducesl the symbol ‘det’ to
preceda strings of common adjectives (adjp). Tne symbol
‘det’ then is replaced by either ‘pronadj’ (pronominal
adjectives) or ‘padj’ (possessive adject;ves). These rules
are not included among the aajp-rules since, as a
probabilistic grammar, GE1 accounts for the facc that
possassives usually precede(, coﬁmon adjectives, For

H

example, notice the two utteéﬁuces represeating the form
(From: adv link pronadj adj n)

1 here is my big,quilf.
1 there is my new <{n>.

214
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(Romar?: the symool ‘<n>’ stands for unidentifiaole
noun,

I have not found in ERICA a single example of a posszssive
occurring after a common noun in a modifying phrase, GEl
accounts for this; the price paid is the use of rules that

have no apparent semantic content. . /

(2.1) adp =2 adie

Types = 62 Tokens = 157
Times used = 68 Times used * rrequency = 164

Semantics: {ad jp]

(9.2) adp =2 det

Types = 115 Tokens's 297 |
Times used = 139 Times usad * rFrequency = 327

Semanticss [det]

9.3) adp -> et adip

t
'
1

J TERMINAL FORMS

Types No. of " Form Times rule used on fornm
Derivations (If different from 1)

- s i am n  -  - —  -

v

adv link pronadj adj‘n
intadv aux pronadj adj n
persp v pronadj adj n

mod persp v pronad) adj n
neg pron link pronadj adj n

- - RN
- o b b b




persp link pronadj adj n _
mod neg v pronadj adj n
. prep art n adj n prep pronadj adj n
¢p pronadj adj n
pronadj adj n
. pronadj adj n conj art n
1 v pronadj adj n
Types. = 13 Tokens = 16
Times usad = 13 Times usad * rrequency s 1o

Semantics: {det] N {adjp]
5./ RULES FOR ADJECTIVE-PARASES NOT PRECEDING NOUN PdRASES

Several rules introduce adjective phrases that do
not precede a noun phrasa. These rules are: (7,5), (4,9),
(4,12), and (4,41). When an adjective phrase stands alone,

the eaeffect of a ‘quart’ (quantifier or article) must be

made oOn the ad jective phrase alone. As an example,

consider the form

7 persp link qu adj

!
r epresenting
/

/

he’s /all black.
he’s/all grean.
it's all better.
he 18 all better.

The denotation for these is

if [persp] < QUANTIF([qu]:[adJ]) then

TRUE elsa FALSE.
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As I mentioned in Chapter 5, this use oé ‘all’ 41s noc

really as a quantifier, but rather an adjestive (possioly

attributive). Since the uses of °‘all’ that hab this sansc
ara connected with adjective phrases not precading a noun,
the semantics could be modified to handle it easily enough;
for example,

1£ {persp] & ALL([adajp]) then.

TRUE e}se FALSE ,

using a function ALL to compute the appropriate . subsaet of
{adjp]. I am not clear arout all the 1mplié}ciona that
this sort of thing would have. '

The gadp-rules genorati adjective phrases that do

not precede nouns.

(22,1) gadp =2 adjip

Types = 43 Tokens = 213 -
T imes useP = 49 Pimes used * iFrequency = 220
/

Semantics: {adjp]

(22.2) gadp =2 gquart adijp

TERMINAL FORMS

Types No. of Form Times rule uséd on form
-Darivations (1f different from 1)

- - - -
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7 1 persp link qu adj
6 1 qu ad)
3 1 art adj
2 1 persp link nag-gu adj
1 1 art adj aaj
1 ) persp link art adj
1 1 persp link neg ju adj adj adj g
1 1 pron link art adj /
1 1 pron link art adj adj adj /
Types = 3 Tokans = 23 ' /
Times used = 7 Times used * Fregueacy = 23 /
Semantics: QUANTIF( |quacz:] , (adjp] )
{22,3) gadp -2 guart
TERMINAL FORMS
Types No. of Form Times rule used on ford
Derivatious (Ir different from 1)}
3 1 pron link art
2 1 are
1 1 link qu
1 1 link pron qu
Types = 4 Tokeng = 7 _ -
Times usged = 4 liries used * kraquancy = 7
Semantics: QUAKTC( [quart])

The QUARIC function is given by
!
QUARTC( [quart]) = QUANTIF([quart],IMMEU)
I list below, by terminal form, the utterances using <tnis

function,

3 pron link art

that’s a ...
thera’s 2 sse
this 1q A eee \
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(Remark: These appear to be fragments.)

"2 art T a
2 a. :
1 link qu*

eee 18 this, -
(Remark: Lexical disambiguation appears to have failea oa
‘link qu’, since the woril ‘this’ is prodably a pronoun
rather than a quantifier. It is, of course, classad in the -

dictionary as both.)
1 ) link pron qu
is another one?
(Remarks Another tplluro of lexical disamo1gua£1on.)
Most of these utterances appear to be fragmentary,
so there is 1littie to conclude about the value 0f the

" QUARTC function.

pu—

TERMINAL FOKMS

Types No. of Form - Times rule used on form
Derivations (I£ different from 1)

10 1 pronad j

7 1 pron lin. padj 3

6 1 pron link pronadj

4 1 padj

2 1 persp link padj ~

1 1 neg pron link pronad}

1 1 persp link pronad) \
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Types = 7 Tokens = 31 ,

Times used = 7 Times used * rrequency = 31
¢

Semantics: [det])

Notice in the ;above forms for (22,4) that the
symbol ‘det’ does not occur in any form; this is because it
is, of course, a non-terminal l}mbol of the grammar GE1l.
‘det’” introduces possessive adjectives (‘padj’) and
pronSminal adjectives (‘pronadj’) into utterances through
rules (10,1) and (10,2).

(d
{22,5) gade -2 det adip

TERMINAL FORMS

Types No. of Form Times rule used on form
Derivations (If aifferent from 1)

1 1 conj pronadj adv adj

1 pronadj adj

Types = 2 Tokens = 2

Times used = 2 Timaes used * Frequency = 2

Semantics: [det] N (adjp)

6. RULES INTRODUCING POSSESSIVES
- |
The symbols ‘padj’ and ‘pronadj’ are the pdssessive

adjectives, which are introduced through tne ‘det’ symbol.

{10,1) det -2 pronadj

2:20

f
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Types s 121 Tokens = 312

Times used = 144 Times used * rreguency = 341

Semantics: [ ronadj)

10,2) det -2 padj

Types = 16 Tokens = 34
Times used = 17 Times used * Frequency = 35

Semantics: [pad j]
7. NOU.~PHRASE RULES

v  _Several sets of rules introduce noun phrases. Yhe
proliferation of symbols is, agaip, to maxe Gl a
reasonable probabilistic gramsar. Inis proliferat sa i

prima facis disturbing, especially siac@ mauy of the rules

have little semantic content. Tne explanation 1is that
noun-phrase constructions appear rather alrferently when
used in éifferent parts of the utterance. In particular,
noun-phrases that stand as the whole utterance are rather
unlike noun-phrasas that serve as the objects ol
prepositions, See Chapter 4 for the parameters assoHCclat.--

with the rules of GE1.

£{2,1] nounp =2 pn /
Types = 112 Tokens = 234
Times used = 137 Times used * i'requency = 269
221
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Semantics: [pn]

(2,2) nounp =2 n

Types = 650 Tokens = 2590
Timeq used = 1030 Times used * frequency = 3469

Semantics: [(n]

{2,3) pounp =2 pxen

Types = 295 Tokens = 1239 AN
Timaes used = 385 Times used * Frequency = 1421

Semantics: {pron]

rd

{13.1) np.=> npsub prepe

TERMINAL FORMS

Types DNo. of Form Times rule used on £form
Derivations! (If different from 1) '

.
——— -L o d

\

persp v proa prep proa

persp VvV persp prep art n

mod persp V pron prep pron

vV persp prep art n

persp mod v pron prep pron

persp mod v persp prep parsp

persp Vv n prep persp ‘

persp v persp prep pn

persp VvV pron prep art n

persp v art n prep persp

persp v persp prep persp ,
persp Vv n prep pronadj n /
persp Vv adj n prep persp ’
persp v pron prop/pronadj n

persp mod v Art n prep persp

»

NUONOVDONDNNONWWLDUD -
NMNNNNNUNNOUDNNNNNNND
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persp Vv persp prep pronadj n

persp aux v n prep pronadj a

persp mod neg v art n prep pronadj n
npron link qu n pgrep persyp

Vv persp prep n

vV persp pron prep proa

Vv pron prep persp ,
aff prep n prep persp

aux n prep art n

aux pron prep art n

conj perso VvV pron prep pron

conj art n prep persp v art n

conj mod qu n prep n v neg persp
int persp v pron prep pron

intadv aux art n prep art n

inter pron prep art n

inter link pron prep pronadj n

mod persp Vv pron prep n

mod persp Vv persp prep n n

mod persp Vv n prep art n n

mod persp VvV pron prep art n

mod persp V persp prep qu n

mod persp v pronadj n prep n

mod persp Vv persp prep art n

mod Dersp Vv pronadj n prep pron

mod persv v proh prep prop art n

mod persp v prep pronadj n n grep art n
nnvonn prep arct n

n n v prep pronadj n prep p=Lsp

n pn aux v n prep art n

n v art n prep persp i
n v pron prep perspn |
n v persp prep persp

n v pronadj n prep art n

n v pronadj n prep persp

neqg persp mod neg VvV pron prep pron
persp v art n prep n

persp v n grep art n

persp mod v pron prep n
persp v art n prep pron
persp link n prep art n
persp Vv gu nh prep persp
persp v prep n prep pron
persp mod neg v n prep n
persp aux v n prep persp
persp v pron prep padj) n
persp VvV prep persp prep n
persp aux v prep n prep n
persp v pron prep art pn n
persp v pron prep qu h aux
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4l

persp mod Vv persp, prep pron

persp mod vV persp prep art n
persp v art n prep art adj n
persp v pron prep art pron n
persp mod neg vV n prep persp
persp. vV persp pron prep persp
persp v pron prep pronadj n n
persp mod v persp prep persp n
persp v art adj pron prep pron
persp aux v qu pron prep persp
persp mod v prep pron prep pron
persp mod v pronadj n prep persp
persp mod v persp prep pronadj a
persp mod neg v adj n prep persp
persp mod v persp prep pronadj a n
persp v prep art n adj n prep pronadj aiaj n
pn n mod neg v pron prep pron

pn Vv art n prep n n

pn v pron prep persp

pron link n prep art n

pron link n prep persp

pron link pron prep pron

pronadj n v art n prep parsp

vV art n prep pron

v art pron pron prep persp

v n prep n

vV n prep pearsp

v persp prep persp

v persp prep n prep art n n 4
v pron prep art n n

v pronadj n prep pronadj n

v qu n prep art n

. Types = 97 Tokens = 140

Times used = 100 Times used * fFreguency = 143

-h-h....-b-b..-h..-h..-h..-h-h-h-h........-b..-b-h..-b..-h-.-h-h
NNN(»NNN-‘NN-‘-‘-‘N-‘N-‘-‘NNN-‘NN-‘-‘-‘N-‘NNN

Semantics: [npsub] N {prepp)

This rule lets A prepositional phrase modify a noun
phrase. I have included the complete list of forms here toO
supplement the discussion of semantic ambiguity in Section
II below. : : '

\

Notice that many of these forms nave two

derivations. The reason for this grammatical ambijuity 18

]




that the praepositional phrase may alternativaly be viewed
as an object of the verp instead of as a mouifier to the
noun=phrase.

(NOTE: Here the reader may note that rule (13,2)
has been removel from the grammar. I nave rectained this

anumbering so that I don’t confuse the computer program that

formats all the tables of this work.)

(13,3) np -2 npsub conj npsyb

TERMINAL FORMS

Types No. of Form Times rule used on form
Derivations (1f different from 1)

pron link n conj n

adj adj n conj pron aux VvV art n

art n coni art n vV prep artc n

conj pn conj pn aux v prep n

n n conj persp v pron

persp v pn conj pa

persp link art n conj n

persp v n conj pronad; n

persp v pronadj pn conj n

persp v pron conj qu pron

persp v prep art n conj art n

persp conj persp mod v ju pron

parsp v art adj pron conj art n

persp mod neg v art a n conj art n

persp mod neg v pronadj n conj pronadj n
pn conj pn mod neg v art n

pn prep pn conj persp .
prep pn conj pn

prep pronadj g)conj n

pron link pn ‘conj pn

pron link pn pn conj pn

pron link qu n conj art n

pron /1ink art n conj art n

prongdj n conj pronadj n prep p-rsp v
Types = 24 Tokens » 25

Times used = 24 Times used ® Frequency = 25 -

L4
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Semantics: ( [npsub) ) U ( [npsub] )
\\\ This rule conjoins noun pnrases togsether with
éonjunétions. I believe the correct function is union, as

in

2 proen link n conj n -

representing

that’s mommny and daddy.
there’s mommy and daddy.

Consider
pronadj n conj pronadj n prep persp Vv

which has the denotation:

if (([pronadj]l n[n}) U ({pronadj]l nin})) n
»{al(2 <a,%> ¢ [prep]) (be [perspl)}
¢ [v] then TRUE else :ALSE .

The original utterance is

my mommy and daddy °‘fore it rain.
It contains the phrase ‘fore it rain’ as an adverbial
expression. Hence, the analysis is incorrect in this case,
-and this is the only utterance rapresented oy the iorm.

The use of the union functiou seems appropriate for
most of the utterances requiring rule (13,3).

is almost always the word ‘and’.

(13,4) np =2 npgub
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Types = 868 Tokens = 3518
T imes used = 1751 Times used * rrejuenc; = Sod~

Semanticss [npsub]

17,1) npsub =2 persp

Types = 525 Tokens = 2291
Times used = 692 Timaes used * Freguency = 2744

Semantics: [persp]

(17,2) npsub =2 nouny

Types = 559 Tokens = 2546 .
" Tires used = 903 Times used * Preguency = 1233
Semantics: {nounp]

£17,3) npsub =2 adp pouie

Types = 188 Tokens = 468

Times used = 220 Times used * Frequency = 507
Semantics: {aap] N [nounp]
L . (17,4) npsub -, guart nounp
L4

- . R %
Types = 288 Tokens = 937 ’
Times used = 356 Times used * Frequency = 1025
Semantics: QUANTIF( [quart] , (nounp] )

, Ed

/ ‘
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Rules (17,4) and (17,5) yenerate noun-phrases

- modified by a ‘quart’.

(17,5) npsub =2 guart adjp nouny

TESHINAL FORMS

Types No., of . Form Times rule used on form
Derivations (1£ aifferent from 1)

12 persp # art adj.n

10 pron link art adj n

persp v art adj proan
art adj n
persp link art adj n
pron; link art adj pron
conj art adj n '
qu adj n
qu adj n n
neg pron link art adj n
persp v qu adj n
persp link art adj pron
persp link neg art adj n
persp link art adj adj n
pron link art adj adj n
- ,v art adj n
adv link art adj adj proa
art adj n n
art adj pron
art adj adj n
art adj adj n v
‘art adj adj pron
art adj adj adj n
, art adj pron persp v
, conj art adj adj n
conj persp v ®rt adj n
conj adv link art adj n
conj pron link art adj pn
conj persp link art adj n n
conj persp v art adj adj pron
conj pron link art adj adj pron
int pron aux v art adj n
int pron link art adj adj n
intadv aux qu adg n
intadv aux art adj n

\
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intadv persp v art adj n

inter link qu adj n

mod persp Vv qu adj n

mod persp v art adj pron

n link art adj n

n link art ad) adj n

n mod v prep art adj n

neg persp link art adj n

persp art adj adj n

persp v art adj n n

persp mod v qu adj n

persp mod v art adj n

persp v art adj adj n

persp mod v art adj pron

persp mod neg vV qu adj n

persp v prep art adj pron
persp link prep art adj n
persp mod neg v art adj n n
persp v art n prep art adj n 2
persp link neg art adv adj n
parsp.v art adj pron prep pron ‘2
persp v art adj pron conj art n
pn link art adj adj n ‘.
prep art adj n

pron art adj n

pron art adj adj n

pron link neg art adj n &
pron link pron qu adj n

pron link art adj pron art o
gqu adj adjy n

gu adj.nvnn

gqu adj n mod neg

qu pron link art adj n

v art adj pron

v persp art adj pron

v qu adj n

Types = 71 Tokens = 129

Times used = 73 Tinmes used * Frequency = 131

[ S R O I I S I R e I I
[ P i I N R T R e e X e e I T I A A A I I T

Semantics: QUANTIF( [quart] ,([adjp] n [nounpj})

8. VERJS-PHRASE ULES
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TERMINAL FORMS

fypes No. of Form Times rule used on form

Derivations (1£ different from 1)

| 402 persp mod neg Vv
| 33 persp aux v
| 29 persp mod v persp
‘ 18 persp mod Vv

16 persp mod v proa |
| 14 persp mod neg VvV persp

13 persp mod neg vV n

11 persp aux v n

10 persp mod vV persp prep

1

1

1

1

1

1

1

1

1

1 persp mod neg v pron

1 persp aux v pron

1 persp aux v art n |
1 persp mod Vv preép persp

1 persp aux v prep art n

1 perso aux neg Vv

1 persp mod v art n

1 persp aux v pronadj n

1 persp mod neg Vv pronadj n

1 persp mod neg VvV persp prep

1 inter aux v prep

1 persp aux v prep

1 persp aux v persp
1 persp mod v n

1 persp mod v prep
1 persp mod neg Vv art n
1 persp aux v prep persp
1 qu n aux v

1 art n aux v prep

1 conj persp aux v

1

1

1

1

1

1

1

1

1

2

2

1

1

1

1

n aux v
n persp mod v persp
persp mod vV qu n g

persp aux v prep n

persp mod neg v prep

persp mod neg Vv qu n

persp mod v pron prep

persp mod v prep proa

persp aux v prep pronadj n
pezsp mod v pron prep pron
persp mod VvV persp prep persp
persp mod nej v pronadj n prep
art n aux v

art n persp mod Vv ~
conj persp mod neg V prep ‘

[ SN V]

39
7
7
7
7
6
6
6
6
6
5
5
5
4
4
4
4
4
3
3
3
3
3
3
3
3
3
3
3
3
3
3
2
2
2
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2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
1
1
1
1
‘
1
v
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
'
1
1
1
1
1
1
1

-.a.‘&-.-b-h-.-.-.-.-.-..sa...h-.-...«n-.»;....A.-.A-.a-b-...-bN‘NN..-...-‘-.-.-...-.-b-.-.-‘

neg p
persp
persp
perso
persp
persp
persp
persp
persp
persp
persp
perso
persp
persp

ersp mod neg v prep
aux v pn

aux v qu n

,aux neg Vv prep

aux neg v pron

mod v pronadj n

aux neg Vv persp

aux v prep qu n

mod v persp art n
aux v persp art n
aux v prep art n n
mod v prep pronadj n
mod neg v art n prep
mod v art n prep persp 2

persp aux v n prep pronadj n 2

persp
persp
pron

mod neqg v prep pronadj n .
mod neg Vv art n prep pronadj n
aux v

pron mod v prep \
pron aux v prep

adj a

4 nmod neg vgqun

adj adj n conj pron aux v art n

adj n
adj-n

mod negzv
persp mod neg v agt n

adv persp aux v

aff p
art n
art n
art n
conj
conj
con j
conj
conj
con }
conj
conj
conj
conj
conj

-con}

con }
conj
conj
con)
int p
int p

ersp mod Vv persp

mod neg V

nod neg v neg

mod ney v prep

art n mod Vv

pn n aux v n

persp mod v n i
persp aux v n ' !_
persp mod vV pron g
persp mod neggv n

pn mod v prep perap

persp mod neg VvV neg

pron mod neg Vv prep

persp aux v prep pron

persp mod v prep art n

persp aux v brep adj a

pergp mod v art n prep

pn conj pn aux vV prep n

persp mod neg VvV persp pray
persp persp mod v prep pronadj n
ersp aux v

ron aux v art adj n

int persp mod VvV persp prep

inter
mod n

persp modzv
eg Vv pronadj n prep
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aux v neg persp

mod Vv

mod neg Vv

mod v pron

mod v art n

mod neg v n

nod neg v prep

mod neg Vv art n !
mod v persp prep

mod v prap art adj n
n mod v prep pron

n mod neq V art n
persp mod v

persp mod neg V
persp mod v prep
persp mod vV persp.prap
persp aux v prep art n
ph aux prop

pn mod

pn aux v n prcp art
pn mod neg V prep art
neg pronadj n aux v
neg persp aux neg v
neg persp mod vV persp
neg persp wod neg Vv pron

neg persp 2ux V prep persp

neg persp mod v prep pronadj n

= - B- - O~ - - I - B~ B~ - O - B~ - - - =~ B~ T~ I~
i

3.
~

n

S L 2
f - .
.
—

neg. persp mod neg VvV pron prep pron 2 .
persp mod v n n
persp aux v n n
persn aux v int
persp mod v adj n
persp aux v adj n -
i persp mod v prep n
‘ persp mod Vv art n n
| persp mod V persp n
persp mod v prep pn

persp mod neg v n n
persp mod neg Vv int
persp aux v art n n
persr mod v qu proa
persp mod v adj pron
persp mod v qu adj n
persp mod v art adj n
persp mod neg v n aff
persp mod neg v adj n
persp aux v prep pran
persp mod v prep qu n
persp mod Vv art n prep
persp mod neqg v n prep

P N N S S S S A XL I X YO S Ry R T X et e i I S
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persp mod neg V prep n

persp mod neg Vv art n n

persp mod v pron prep n ) ;ui
persp mod v prep padj n

persp mod v art adj pron

persp mod neg vV n prep n 2
persp aux v n prep persp 2
persp mod neg v qu adj n

persp mod neg VvV prep pron

persp mod v prep adj pron.

persp mod v qu- pron art n

persp aux v prep n prep n

persp mod v pronadj n prep

persp mod neg V prep persp

persp mod neg v prep art n

~ persp aux neg v prep art n
persp mod neg v art adj n n :
persp mor VvV persp prep proa 4
persp mod v persp prap art ' n : P o
persp mod neg V n prep persp 2 Vo

persp mod neg v pronadj adj n
persp mod neg v art gpron pron
persp aux v prep persp padj a
persp mod v persp prep peray n
persp conj persp mod v qu pron
persp aux v qu proh prep persp
pesasp mod V prep pron prep pron {
persp mod neg v prep art pron n

ot

- el o i o D e ot ol it o oD oD o aD aD oh SD A h o D e D o wh =D b D b -
1

pron mod neg vV n

pron mcd neg v prep |
pron med v pronadj n

pron mod v prep persp

y
“»JJ“““““*‘-’“N”“J‘”"-l“”””““““-“”“d‘““

persp mod Vv pronadj n prep persp i
persp mod v persp prep pronadj n 2
persp mod neg V adj n prap perep i
persp mod V persp prep proanad; n o
persp mod neg Vv art n h conj art n
f - persp mod neg v pronadj n conj pronadj n
”’//#////f” pn aux v persp
! pn conj pn mod neg v arc n
g pn mod neg v persp
. | pn mod v prep persp
1 pn n mod heg VvV pron prep pron p
3 pron aux v n '
1 pron aux v pn
: 1 . pron mod V pron
L pron aux v pron
- ' pron mod v persp
1 pron aux v art n
: pgon aux v persp
1
!
!

L 4
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1 1 pron persp aux v prep
1 1 pronadj n aux v pronadj n
1 1 qu n mod neg Vv pron
1 1 qu n mod v prep pronadj n
Types » 198 Tokens a 870 //
Times used = 216 Times used * Frequency = 895
Semantics: AUXECN([!*Tilp].[Vp]) /
the following: '

A. .7CN is defined by

AUXFCN( [(auxilp) ,[(vp]) = \

Ir auxilp does not contain (syntactically) any
membe: . * the class 'neg’,

THEN (auxilp] n {vp]

ELSE
(b3 UV p"2U p) ~ ([auxilp) N(vp)) ,

where D is the domain of the model ¥,

Notice below the semantics of rule (16,2), which
ottocti;oly ignores the ‘'neg’ in the denotation [auxilp].
From the view of semantics, some of the rules that
intfoduce the negating particle (°neg’) are awkward.
(Rules Aiscussed here are (16,2) and (19,2).) Trase rules
introduce ‘neg’ at a point 4in the sencence where the
complementation function cannot be usaed on the aset to bpe
complemented, aince 41t 43 not available at tnat point in
the generation., Instead, the effect of complementation is
handled later by the special function AUXFCN.
Syntactically, however, these rules describa tLhe.
generation of the utterances in question very wvell.

Alloving for the generation of ‘neg’ at thne righy. ‘eva]
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the utterance would necessitate a proliferation of rules.
1 stress that this is no problem in éhe semantics, only a
slight slippage Dbetwsen the surface syntax and the
se;nntico. I hago chosen to proliferacte rules of the
grammar only when it was either neceasary qrom’a“gamantxc
view, or to improve the probabjilistic tlt; Kddiﬁq rulaes to
introduce ‘neg’ ‘at the elegant point uou{é not have beeén

justified in either of these ways.

{3.2) vl =2 ve
Types = 256 Tokens = 897
Times used = 284 Times used * Frequency = 951
Semant: gl {vp)

(16,1]) auxilp => auxil

' Types = 243 Tokens = 703
Times used = 267 Times used * frequency = 736

Semanticss [auxil)

(16,2) auxilp =2 auxil neg

TERMLNAL FORMS

Types No. of rForm Times rulae used .. .2 |
Derivations (I£ different from °,

- - " . -t s wm T
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/
/ i

402 persp mﬁ%/;eg v

23" mod neg

18 patrsp neg

14 persp neg v persp
13 persp mod neg v n

10 mcd ‘neg persp

9 - persp mod neg vV pron
8 neg persp aux heg

8/ persp aux neg

6/ % neg persp

persp aux neg v
persp mod neg v pronadj n
persp mod neg V persp prep
neg persp mod neg

persp mod neg v art n

n mand neg

persp mod neg v prep

persn mod neg vqun

persp mod neg v pronadj n prep
pron aux neg

aux neg pron

conj persp mod ney V prep

neg persp mod neg V prap
persp aux nej v prep

persp aux ney v pron

persp aux neg Vv parsp

persp mod neqg v art n prep
pers» mod neg V prep pronadj n
pecsp mod nejy v art n prep prunadj n 2
pron mod neg

adj ad) n mod neg v qu n

N

e A e A A Rt NNNNNNNRINNNOLWLOW Wa SO

adj ¥ mod neqg Vv

adj n persp mod neg v art n

art n mod neg x
art n mod neqg v

art n mod ney vV neg

art n mod neqg v prep

con} persp mod neg v n

conj persp mod ney vV neg

conj pron mod neg v prep
--conj persp mod-neg-v persp Pprep - -- = oo - <l

int mod neg qu n VvV prep

intadv mod neg persp v n

mod neg v int

mod neg n pron

mod neq persp n

mod neg Vv pronadj n prep

n mod neqg v

nmod heg v n

n mod neg v prep

- i b o D D D D D D D D D D D D D ad D D D) D D D D D D D D D D D D D D D D D D D D D D D D b =D b =D
’
'
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n mod neg v art u

n nmnod neg v art n

n persp mod neg v

n pn mod neg v n

n pnmod neg v pr . art n

nec n mod neg

neg persp aux neg v

neg persp mod neg Vv pron )

neg persp mod ney V prou prep pron P
persp mod neg nn .

persp mod neg vV int

persp mod neg v n aff

persp mod ney adj n

parsp mod neg n prep

persp mod neg prep n

persp mod neg arzt nn

persp mod neg v n prep n , 2
persp mod neg v qu adj n

persp mod neg prep pron

persp mod neg prep persp

persp mcd1 neg Vv prep art n

persp aux neg prep art a

persp mod neqg v art adj n n

persp mod neg n prep persp 2
persp mod neg v pronadj adj n

€<CC€gCeCdCeCee<CcCcCCCc<c<c

\ persp mod neg art pron pron
A perap mod ney prep art proa n
N persp mnod neg adj n prep persyp P
‘ persp mod neg art n na conj art n
\ \\\ persp mod neg pronagj n conj pronadj n
' . pn conj pn mod neg v art n

pn mod neg

pn mod neqg Vv persp
pn n mod neg v pron prep pron 2
pron mod neqg Vv n

pron mod neg v prep -
pronadj n aux neg

gu adj n mod neg

gqu n mod nag VvV pron

Types = 89 Tokens = 631

Times used = 95 Times usaed * Freguency = ©33

1

P O I QI P P S G i i S i R s X e Rl ettt i

Semantics: [auxil]

Notice that the ssmantics for tnis does not include

any effect of the negating particle. See the discussion
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following rule (5,1) for an explanation, and also Saction

1I.

.Lt:..uem;:zes;

Types = 112 Tokens = 328 .
Times used = 120 Times used * Frequency = 337

Semantics: [aux]

{15,2) auxil -2 mod

TERMINAL FORMS

Types No., of Form Times rule used on form
Derivations (If different rrom 1)

402 1 persp mod neg v

29 1 persp mod Vv persp

27 1 mod persp VvV persp

24 1 adv persp mod

23 1 mod neg Vv

19 1 persp mod

18 1 persp mod v

18 1 persp mod neg

17 1 mod persp VvV pron

16 1 persp mod v pron

14 1 persp mod neg VvV persp

13 1 mod persp v prep persp

13 1 persp mod neg VvV n

10 1 mod neg persp

10 1 mod persp v

10 1 persp mod Vv persp prep

9 1 aff persp mod

9 1 mod persp v art n

9 1 persp mod neg Vv pron

8 1 mod v

7 1 persp mod v prep persp

6 1 persp v neg mod

6 1 persp mod v art n

6 1 persp mod neg Vv pronadj n
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persp mod nog Vv persp prep

mod persp

mod persp v n

mod persp v prep

mod persp vV prep n

mod persp v pronadj n

mod persp v pron prep pron Z
neg mod persp Vv persp

neg parsp mod neg

persp mod v n

persp mod v prep

persp mod neg v art n

mod persp Vv qu n

mod persp vV prep pron

mod persp v prep pronadj n

n mod neg

n persp mod v persp

persp mod v qu n

versp mod neg v prep

persp mod neg v qu n

persp mod v pron prep

persp mod Vv prep pron

persp mod v pron prep pron P
persp mod v persp prep persp 2
persp mod neg v pronadj n prep
art n persp nmod v

conj persp mod neg v prep
intadv mod persp v

inter mod persp v

mod pron

mod persp v n n

mod persp v adj n

mod persp v Ju pron

mod persp v persp prap

ney persp modi neg v prep

persp mod v pronadj n

persp mod v persp art n

persp mod v prep pronadj n
persp mod neg v art n prep

P R Ny

S
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-

-
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persp mod v art n prep persp £
persp mod neg Vv prep pronad) n

persp mod nag v art n prep pronadj n 2
pron mod neg

pron mod v prep

adj adj n mod neg vqun
adj n mod neg-=v

adj n persp mod neg.v art n
atf mod persp n

aff persp mod v persp

art n mod neq

- D A DA NNNNNNDNNVYR OO, MNONNN DLW WV DD WW L RWWAE DAL ONO

- el A =D A D kDS N A A
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art n mod neg v

art n md>d neg VvV neg

art n mod neg Vv prep
conj pron mod

conj art n mod v

conj persp mod Vv n

conj persp mod v pron
conj persp mod neg v n
conj pn mod v Jrep persp

coni persp mod neg v neg . \\\\
conj pron mod neg v frep v
conj persp mod v prep art n \

conj persp mod v art n prep

conj persp mod nej V persp prep

conj mod qu n grep n vV neg persy

conj persp persp mod v prep pronad) n
int mod persp Vv

int mod persp v n

int mod neg qu n Vv prep ’
int persp mod v persp prep
intadv mod neg persp v n
inter persp mod v

mod art n a

mod art n van

mod n van

mod n VvV persp

mod neg Vv int

mod neg n pron

mod neg persp n

moA n v prep art n

mod neg v pronadj n prep
mod pn v n

mod persp n

mod pronadj n

mod pron v prep

mod pronadj n v

mod persp v art n n

mod persp v persp n

mod pronadj n v pron

acd persp v qu adj n

mod pron v prep art n

)

_._._._._h.‘.‘_.-b_.._\...;.a..n..s-.-.—b_.-..;.a—a.l“\_..n_n—n_._._n.a_._._._‘.a_._._._._o-b..a_._._.-b_.
e d AR, b b o o o ok b h wd ok md (U h D D h ed b =D ot ek B d ek ad A Ak AN b

mod persp v qu proa n

mod persp Vv prep qu n

mod persp Vv prep pn pn

mod persp V prep art n

mod persp v pron prep n Z
mod persp Vv prep art n a

mod persp v art adj pron

mod persp v pronadj adj n .

mod persp VvV persp prep n n

ERIC | 210 X
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mod persp
mod persp

Vv n prep art n n
Vv pron prep art o
mod persp v persp prep qu n
mod perBp v pronadj n prep n
mod persp v persp prep art n

v

v

v

[ S N N S

mod persp pronadj n prep pron

mod persp pron prep pron art n

mod persp prep pronadj n n prep art n

mod v

mod neg v

mod v pron-

mod v art n

mod neg v n

mod neg v prep

mod neg v art n

mod v persp prep

mod v prep art adj n

n mod v prep pron

n mod neg v art n

parsp mod v

persp mod neg v

persp mod v prep

per3p mod v persp Jrep

pn mod neg v n

pn mod neg v prep art n .

neg mod persp-

neg mod Dpersp v pron

neg mod versp Vv prep perss n

neg n mod 1 eg y

ney persp mod v persp

neq persp mod neg v pron

neg persp mod v prep proanadj n’

neq persp mod nej V pron prep pron 2

persp mod v n n )

persp v peirsp mod

Jersp mod v adj n

persp mod v prep n ) J
|
\
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persp mod v art nn
persp mod v persp n
persp mod v prap pn
persp mod neg vV u n
persp mod neq v int
persp mod v qu pron
persp mod v adj pron
persp mod v qu adj n
persp mod v art adj n
persp mod nej v n aff
persp mod neg v adj n
persp mod v prep gqu a
persp mod v art n prep

B ad wd e ad P wd o et ad v L LD B N Wb
B R T I

PR L e N T Y
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®- 211
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persp mod neg V n prep

persp mod neg VvV prep'n

ersp mod neg v art n n

mog v pron prep n 2
mod v prep padj n

mod v art adj pron

mod ‘'neg Vv n prep n R é
neq v gu adj n

nég v prep pron

v prep adj pron

VvV qu pron art n

v pronadj n prep

neg v prep persp

persp mod Vv persp prep pron

persp mod v persp prep art n
persp mod neg v n prep persp
persp mod neg v pronadj adj
persp mod neg Vv art proa pron
persp mod Vv persp preép persp n
persp conj persp mod Vv Ju pron
mod vV prep pron prep pron
persp mod neg v prep art pron n*
persp mod v pronadj n prep persp
persp mod v persp prep pronadj n
persp mod neg v adj n prep persp
persp mod v persp prep pronadj n n
persp mod neg Vv art n n conj art n
persp mod neg v prcnadj n conj pronadj n
pn conj pn mod neg v art n

pn mod

pn mod neg

pn mod neg v persp

pn mod v prep persp

pn n mod nag Vv pron prep pron 2
pron mod -

pron mod v pron

pron mod VvV persp B

pron mod neg v n

pron mod neg v prep

pron mod v pronadj n

proa mod v prep persp

qu adj n mod neg

qu n mod neg v pron

qu n mod v prep pronadj n

Types = 220 Tokens = 1006

Times used = 242 Times used * Frequency = 1037
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Semantics:

Types = 86
Times usad = 86

Semantics:

Types

No.

of

{mod]

4

© {3.1) vo =2 yexb

Tokens = 778

[verb]

Times used * Freguency = 778

£{3,2) vp -2 verb prep

TERMINAL FORMS

Fo

Perivations

rm Times rule used on tEorm

(1 diffterent fcom 1)

B e a2 A NNNNONNVYNNND W WWR UL

&

e

- e ol wd D D D D wd D D wd D wd D e W L wd D wd wd D D

\

persp v pr
inter aux
mod pecrsp
persp aux
persp mod
art n aux

-

ep

v prep
v prep
vV prep
vV prep
vV prep

conj persp v prep
persp mod ney v prep

pron v pre
aux persp
conj pron

p
v prep
v prep

conj persp mod neg v prep
inter peaersp VvV prep

n v prep

ney persp mod negy v prep
persp aux neg Vv prep

pron mod v prep
pron aux v prep

adj adj n
art n v pr

vV prep
ep

art n mod neg v prep

conj pron mod neg V prep
int mod neg qu n v prep
mod pron v prep

n mod neg
nnv prep

v prep

213




n persp v prep
n persp mod VvV prep
n pn aux v prep
pn pn Vv prep
pron mod neg Vv prep
pron persp aux v prep
qu n VvV prep
v prep pronadj n prep
Types = 34 Tokens = 79
Times ussed = 34 Times used * Freguency = 79

-

Semantics: [COMBINE( {verb] ., PRE?)]

COMBINE is a purely syntactic function, discussed
in Chapter' 5. It Jjoins a verb to 1ts associated
preposition prior to semantic analyéis. This is reasonable

enough, as in some of the following utterances represented -
|

by
14 persp Vv prep.,
persp v prep,aiv)

he comed out.
he stand up.
he wake up.

i get up.

i get in,

they c¢limb up.

persp v,mod prep)

i waat to
he wants to.

(Remark: Here it is incorrect to COMBIWNE the vero ‘want’

with the preposition ‘to’.)

(Froms persp v prep)

he looking fOr...
it turn on.
sha talking about.




I'yvpes = 228
Times used

Semantics:

Derivations

—

ne go out.

Tokens = 768
Times used * Frequency

{ a

(3,4) vp =2 verb np np

e

(From: ' persp v,mod prep,adv)

Phis rule, (3,2), has a minor problem when used 1u

corijunction with rule (11,2).

{3,3) vp =2 verb np

' (I<a,b> €

TTRMLNAL FORMS

~

(%]

PP GNP N SN VY SIS SR N R Ry

(PO G Y G N Y e e e e e

Dersp v n n

persp V persp n

persp vqu n n

persp v nn

persp v art n n

parsp v art pron pron
persp mod vV persp art n
persp aux v persp art n
conj persp v qu a i

conj persp v pronadj n n

aux
mod

mod
mod
mod
mod
mod
mod
mod

nvn
persp
persp
persp
persp
persp
persp

oS

Tnat difficulty is.discussed

fverp] )( b

Times rule used oa rorm
(I different from 1)

fForm

qu pron n

persp prep n n

n prep art n n

pron prep pron irt n

R EEEE

-7
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n adj n v .n pn

nnvnnprep art n

neg persp v persp pron N
persp v pn n
persp vgunn
persp mod v n
persp v neg n
persp v adj n n
persp aux v n n
persp v art pron n
persp V pron art n
persp v art n pron
persp-mod V art n
persp v art n art
persp v art adj n
persp mod v persp
persp v pronadj n
persp mod neg v n
persp aux v art n
persp mod neg v art a n

persp v pronadj pron pron

persp mod v ju pron art n

persp v pron prep art pn n

persp mod ney v art adj a n

persp Vv pron prep art prou a

persp v persp pron prep persp
persp mod neg Vv art pron pron
persp v pron prep pronadi n n
persp mod v persp prep persp n
persp mod v persp prep proanadj n n
persp mod neg v art n n conj &rt
ph Vv art a n

pPh VvV persp pron

pn V persp adj n

on v art' n prep a n

pn Vv persp pronadj adj n

pron v n n

pron v art n n

qu adj nvnn

Types = 56 Tokens = 79

Times usad = 56 Times used * Frejuency = 79

4

»

n
n
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Semaﬁticaz ‘ {a)] ( T<a,b,c) € {(varb] )
(b e[np2] Ac ¢ [npt]) }

(As mentioned in Cnapter 5, the numpers r[ollowing

216




the ‘np’ symbols in the above denotation imdicate tne oruer

of the symbols in the utterance. if no numvers occur,_ then
the order'}n_the danotation is the same as theyorder in the
string under e&amination. Recall chat the Jse of
set-language 1h giviﬁq the semantics of a string 1is
formal_v apbreviation since the focm;l notiva 1s tnat of
a LISP-type expression of arguments aud funcéiOna. Sece
Chapter 5.)

Rule (3 4) handles a case of a verb pnrase where
the ' first noun-phrase following the Vd;b is tne indirect

object, a.d the second is the direct object of the verwv.

Recall that verbs are a subdset of

D3 U D72 U D
and that the verb therefore., if it cakes ootn dirsce and
' indirect objects., will have as elements ordered triples of
the form

{subject,direct-opject,indirect-object> .

Many of these utterances are incorrectly descrioed
py this semartic rule. Very £frejueatly, more subtle
markings are needed in the dictionary to iudicace how many
objacts the verks may taka. Many words (sucn as ‘apple’,
‘alphabet’) are classed only as nouns, while Cuey Afe

&

cle irly used. as adjectives in some utterances 1avolve:

here.
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~

the following wucttaraances are all 1acocractly \\\

jascribed by the semantics, wnereoy
15%|pecsp vnn] =
if {persp) s { a |( 3<a,p,C>¢ v])
(befu2l] A ce[u1]) }

then TRUE else FALSE

The uttarances represaanted are:
N\

parsp v a a)

it goes duck, duck.

he Joes ma0oWw, Maow.

ne says oo, mod.

i buy apple juice.

it yo=:z ding, ding.-

persp v,mod n n)

i want oranga juice.

it go ding, diag.

1 waut alphapet careal.

persp v,aux n n)

i have bubble g4um.

sne has baby lizards.

4@ have syrup pot.
you hava coffeae caka.

Howe' ar, other uttsraincas are Cosi2Ce, A8 1u

43 [persp v persp a] =
1t [persp] ¢ { a |( 3<a,b,c2 €(Vv])
(b eit] A © e{verspl) 1 .

then TRUE elsa rALSE

218
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which represeats
(From: persp v persp n)
- he brings me tOys.
i yave him crackers.,
i put it bacx.

(Remark: Thnere is clesarly a diccio.ary ecrof oa tne wora

*onck’.)

(From: persp v,aux persp n)
i do it «itty.

{ Remark: Here, tne order oi objects is i.varted.)

Also, examine
2 persp aux v persp art n
(From: perspfaux,per3pfliunk v persp arc n,v)
2 h2’s giving him a k138s.
whtéh are c&rreccly arnalyzed.

’ \fet ma scrass ctne followia, poinc. Wiille | -ave
found many casaes that do not Wora i cﬂis gemaanclic. ana
conqeqhgntly am forced to say tnat it uzeds reworalia,, tu-
methods d{ lexical disampigyuacioa usad arge oiften »trikingiy
1mp;essive: Notic2 tne apdove utizranc2s derliviag Lrom
'p%rsp#auxfﬁérsp#link v persp art n,v’'. [fuirs lexicas iLosw
{ep;esents four ailiternatives, Quly wvu2 0i cTagas la

‘f“}ecogniZed oy CE1; it 13 the correct repraseuti.ion, +-
would ajrea. I amiﬁirsonally convinced taa. wore sSubtl:

- dictionaries and ;}@mmars ca.a 8o4va tne proolems ol
\

\
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disambiguation at a surface level 1u more casss chan miynt
have previously beau thougnt possionla.
Negating words (‘ne;’) can occur 1ia coujuaction

with rule (3,4). An example is

10{peryp vneg n nj =
it [poerspl c{ a | ( 5<a,pn,cr ¢ ©
(D"3 9D 2 U D) ~ [v])
(o e{a2] A ceat] ) }

tnen TRUFE else rALSE .

The utterance involved i3
he has no back seac

30 tha denotation i3 incorrect in this casa: wne: wora “uw’

is hare a quantifier, and "back#seat’ suould be a nou.

(3.5) ¥o =2 vero prapp up

t

LErMi NAW FORAS

lypes Jo. oOf £orm 1138 rule useu on [Orn
Derivatinns (Is diilerent from 1)

persp Vv prep art n n

perap v pcep prosadj n n

persp aux v prep art a n

aux persp Vv prep n u

conj persp v prep 4 n

mol persp V prep pu pn

mod persp Vv prep art n n

mod persp v prep pronadj n n prap act .
ney mod parsp v prep persp u

- bk ah NN
[ QP S G QI G S g
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persp v prep pr pn

persp v prep pron art n

persp v prep arc n ad) n

persp Vv prep pronadj u pn

persp aux v prep psrap padj a

persp nod ney v prep ari pron n

persp Vv prep art o auj n prep proaad; aaj n
1 pn v prep pn n

Types = 17 Tokens = 20

Iimes used = 17 Times usad * rcequency = 20

- D e S b b b b
- ed b b b o =

Samantics: {a} ( 3<a,0,c”> € [verp] )
(b e up] A ¢ ¢ (prepp] ) 1}

The prepositional phrase (‘prepp’) 18 the aiudirect

objact of tha verb, and tne nouu-phrase i3 the direct

'~ objert, For example,

20 [persp v prep art n n} =
if [persp] & { a | (¥<a,b,c) €(V])
(befu] A
ce{ a | ( &a,b> ¢ [prep])
(b eQuanTir({arc]),[u]))} )i

then TRUE else rALSUE

represeiits the utterances

(Froms persp v prep art n a)
he get over the tape racorder

(Remark: Dictionary error:
‘tapefrecorder’ should be a noun)

(Prom: persp v,mod prap,adv art n n)
he go in the bath tub

(Remarks Dictionary error:
‘path#cnb’ should be a aoun)

oS
Ny |
[
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Also, consider tne utterances representiny
2 persp v prep pronadj n n
which are

i eat with my mommy hamourger.,
you sit on my suit pauts.

(Remnark: *suitépants’ should ba a aoun)

Most of the applications of rula (3,5) seem toO

failures.
{3,0) vp =2 v3rb np prepp
TERMINAL FORMS
Types No. of Form fimas rule used on form
Derivations (It dicfarenc Lrom 1)

> D gy - D =t D D D G D W D WD D D i G o > T g W - Gy W - D PP Oy e D P A A D . ) - .

F-3

persp vV pron prep pron

persp v persp prep art n

mod persp V pron preg proa
persp mod Vv pron prep pron
persp mod v persp prep persp

persp v n prep persy

persp v persp prep pn
pers, v prou prep art a
persp VvV art n prep persp
persp vV persp prep persp
persp v n prep pronadj n
persp v aij n prep persy
persp Vv pron prep pronadj a

persp mod v art n prep persp

persp v persp prep pronadj a

persp aux v n prep pronadj u

persp mod ney Vv art n prep provad; i
conj persp V pLou prep proi

int perap Prou prep pron

mod pecsp pron prep n

mod persy
mod parsp
mod pe-ep

pacsp prep yu n
pronalj n prep .
persp prep arc i

v
v
mod persp V pron prep art n
v
v
v

b b= o= AN NNV WWAWO
NNNNKNNONNNNNOUNNNNNNDNNNNNOONNNNON
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mod parsp v pronadj n prep pron
n pn aux Vv o prsp acrc n

art n prep pecsp

Proa prep peacsp

pRrsp prep Jersp

sronadj n prep art n

pronalj n prep persy

neg persp mod neg v proa prep pron
£6<3p vV art n prep n

persp v n prep art n

persp mod v pro. piep .

persp Vv art n prep proi

persp Vv qu n prep persp

persp mod nej v u prap o

persp aux v n prep persp

persp Vv prou prep padj n

persp Vv prou prep 4u n aux

persp mod v persy prep pro.
persp mod v persp prap art n
persp VvV art n prep arc adj n
pgrsp mod neg v a prep parrip
persp v art ad} pron prap PLo.
persp aux v qu proi prep per3ly
parsp moC v pronadj n prep persp
pers. mod v perso prep pronad) n
parsp mod ney v adj n prep persg
pn n mod neg v pron prep pron

pn v proi prep persp

pronadj n v art n prep persy
Type2 a 53 fokeas = 43 .

T imes used = 53 Times usad * kreyuency = 83

=
<<

- oad e D D D o d wmd o md D D oD Dy D DD e pd ™D d D D d D D
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Semantics: {a! ( &<a,b,c) € (verb] )
(b € [up] A c e [grepp] ) }

Notice that the forms wusiu, rule (3,6) are all

granmatically amoiguous. The amoigyuicy 1is whe.ner ur not
.
the prepositional pnrase is aa object or the vero or A3

modifier of the noun phrase preceding it. Swee  Tnhe

discussion of grammatical ampiguity in Seciion < oelow, -
i
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(3,8) VB =2 vero np prep

TERMINAL FORMS

! Types No. of rorm Times rule usea on form
Derivations (If dicrferent from 1)
- - ._._.‘_ __________
o 14 persp V persp prep
12 persp v pronadaj n prap
10 persp moa Vv persp prep

persp mod ney Vv persp prep

n vV persp prep

persp v art n prap

persp % v pron prap

persp mod neg v pronad) n pregp
mod persp vV persp prep

persp v n prep

persp v proa prep

persp mold neg v art a prep
art n v persp prap

conj persp v art n prep

con) persn v pronad) n prep
con) persp mod v art n prep
conj persp mod neg v persp prep
int pn v pronadj n prep

int persp mod v persp prep

n mod v persp prey

n pecrsp mod v persp prep

na vann prep

persp v Ju n prep

persp mod v art n prey

persp mod neg v n prep

persp mod v prornadj n prep

ph vV a prep

pn Vv persp prep

1 pron v ney 4u n prep

Types = 29 Tokes = 79 ,

Times used = 29 Times used * Frejueacy = 72

- oy D D b D k=S A NNV WWW WO
- D el wd D o D D o D D D D D wd D A D D D D D D wD D D -d -

Semantics: { a} (¥<Ka,or ¢

(COMBINE( [verp] ,PREP);)

( b e (np) ) ;

The preposition is taken L0 woe a pazt

0O
Ny |
—




248

meaning of the verp, and hence, tie fuaction GOMSINE is
uq'd. Consider tne utterancCes represanted oy

14 ,persp v persp prep

(From: }j persp v persp prep,auv)
3 dum 1t out.
cover them up.
covared them up.
eat em up.
eat him up.

get it out.
pushiag it up.
take it out.
you pull them up.

OO ol ol ol o

(Froms 2 persp v persp prep) . -
he shave it off.
i turn it on.

(From: 9 persp v,aux persp prep,adv)

i do them up.

The function associated witn (3,¢) 1s apparently

r easonable.
(3,9) yp z2 vero prepp
TEAM1NAL #ORMS
Types No. of Form T'ines rule used on form
Derivations (Iz£ different from 1)
13 1 mod persp Vv prep persp
12 1 persp vV prep parsyp
P) 1 persp v prep pronad) n
8 1 pers v prep art n
7 1 persp V prep pron

2HH




persp mod v prep perasap

persp aux v prep art u

persp v prep qu n

mod persp Vv prep n

persp aux v prep persp

mod persp Vv prep proa

mdJd persp v prep pronad) n
persp aux v prep n

persp mod v prep pron

persp aux v prep proaadj n
persp VvV prep n

persn v prep pn

persp v prep padj a

persp aux v prep Jqu n

persp mod v prep proaadj n
persp mod ieg VvV prep pronad; n
adj n vV prep Jyu n |

arc n v prep art n _
are n conj art n vV prep art n
conj art n Vv prep pro.

conj pn v prep Ju pron

conj persp Vv prep art i

coiij art n Vv prep persp

conj pn mod v prep persp

conj persp aux v prep prosl
conj persp mod v prep art n
con) persp aux Vv prep adj n
conj pn conj pn aux v prep n
conj persp persp mod v pLep pLOuad, n
int persp v prep pronad; n
mod n v prep art u

‘mod pron Vv prep arc n

mod persp V prep Ju n

mod persp V prep art a

mod v prep art ad) a

n mod v prep prou

n v prep pronadj n prep persp
persp v prep n

persp aAux v prep arc na

pn mod neg v prep art n

v prep qu n

v prep art n

v prep persp

v prep prosadj u

neg n pn v prep pronad; n

neg persp aux Vv prep pecsp
neg persp mod v prep pronadj n
persp mod v prep n

persp v prep adj n

persy mou V prep po

909300800300

7
7
6
5
4
3
3
3
3
3
2
2
2
2
P
2
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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persp aux v prep pron

persp mod v prep ju n

persp mod neg VvV prep a

persp mod v prep padj) n

persp v prep n prep proa
persp v/prep art adj pron
persp mod neg Vv prep proi
persp Vv prep persp prep n
persp mod v prep adj pron
persp aux v prep n prep i
persp mod neg V prep persp
persp mod nag v prep art n
persp aux neg Vv prep art n
persp VvV prep Art n coa) art a
persy mod Vv prep pron prep pron
pn mod Vv prep persp

pron Vv prep pn

pron padj n vV prep n

pron v prep pronadj n

proia mod Vv prep persp

qu n v prep pronadj n

qu n mod Vv prep pronadj n

ju pron Vv prep n

Types = 78 Tukens = 162

Times used = 78 Times used * rreyuency = 104

d‘_.-ld“d“‘d“-l“d““‘
“‘—b“““d“““-ﬂ‘-ﬂ‘-ﬂ‘

Semantics: {a} (8<a,0,0> € [vern])

(c e [pvrepp]) }

This rule is intended to be usad when ‘prupp’ 1s au

indirect object to the verb, and the verb is missiny,

Example:
13 mod persp v prep persp
\\bgrom: 9 mod persp v prep persp )
3 let m2 taik to it.
2 let me listen to it.

can 1 talk to it?
can i talk to him?
can 1 listen to it?
may 1 talk to it?

re
aN
1




(Remark: TI'ne above seem to reinforca my intery -etatioa.)

(From: 2 mod persp v,mod prep persp)

can 1 30 with him?
let me go wicth you,

(Remark: Here, the prepositioail pnrase 1s adveroial, so

my semantics is iacorrecc.)

(From: 1 mod persp v,mod prep,adv persp)
can i1 go an it?

(Remarks Again, an adveroial pnrase.)

(Froms 1 moa#persp v prep,adv persp)

lemne talxk in'it.

lha tunction for (3,9) 1s oaly partly succussful.
Notice, however, that GE1 does correctly disamoi.juate 12

the above utterances.

{11,1) vetb =2 v

Typas = 576 Toxens = 2497
Times used = o042 Timea used * Fregueacy = Joud

Semantics: (v]

11,2) varb =) VvV nec
L__L yerpo =72 X ugg

TErRMINAL FOn™§

Types No., of Form Times rule used oOn rorw
Derivations (I£f ditkeren. irot *)
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persp vV neg

persp v nag mod

v neg

art n mod neqg v nay

conj n pn VvV neg

conj pron Vv negy

conj persp mod neg VvV nay

conj mod qu n prep n VvV nej persp P3
n aux Vv neg persp

persp v neg n

persp Vv nej n n

persp v neg adj u

pn v neg

pron v neg

pron v nej qu n prep

qu n v ney persp

Types = 16 Tokens = 27. ‘

Tines used = 17 Times used * Frejuaucy = «b

P G G SN T S SR, 8
P T S I N . e X )

Samantics: ("3u p"e2u D) T ([v]

Rule (11,2) does not work correctly wheud uscd witn
rule (3,2). The only form using o00tn rules (3,¢) and
(11,2) is
1 proa vV ney qu n prep
representiang
1 this has not two cnildre. in.

Apart from the fact of the strangeaess Of this uttera.ce,

notice that tnhe semantics yives tnis denotation:

if (pron} <
{al(T <a,b0> € [COMBINE(({D™3 UD ¢ Uw) =~ Vi),pres. |/
(b e QUANTIr ((qu], (] ))}

then [RUF else rALSE .
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I'ais denotation fails to COM3LNE the preposition Wwith ctha
. varb until after tne dsnotation Of cne vero has oaen

computed. A more reasonaosle denotation is

if [pron] €
{al](Z8 <a,b> = ((D"3 UD"2 U D) ~ [COMBINE(v,prep)l))
(be QUANTIC([quj,(n)))}

then TRUF else rALSE .

This i8, however, a relatively miuor proclem to £ix.

(19,1) liagp =2 1link

Types = 1/8 Tokens = 860
Times used = 182 Tamas used * Frequeucy = 86>

Semantics: [link]

(19,2) liasp =2 iinxk nej

TERMIJAL FORMS ,

Types No. of korm fimes rule usad on form
Derivations (If different from 1)

4 1 persp liak neg adj

3 1 persp link ney art n

3 1 persp liak ney adv adj

Z 1 persp link ney u

2 1 persp link neg qu &adij

o, 260
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persp liak neg art adj a

persp link neg prep pecsyp

pron link nag n

pron link ney art n

conj pron link neg adj

conj persp link neg adj

link neg persp adj

neg persp link neg adj

neq pron link neg art pn T .
persp link n g n n ﬁ T e
persp link ney adj adj ad)

persp link ne. art adv ad, n

persp link ne .ju ad) adj adj

pn link neg adj

pron link neg adj

pron link neqg -‘adv 4]

pron link ney gu pron

1. pron link ney art adj a

Types = 23 Tokans = 3%

Timnes used = 23 Times used * FrayueacCy a 3o

NN

P i S A
- oed wh b wh oD ad ad b = ah ad adad b = ad b
.

Semantics: Mlink]

9, RULES rOR NOUN-PHRASES I'HAT STAwD ALCGWE

The nom and nom! rules add wothing ti the
semantical understanding of ErICA. rather, the; acccunt
for the obsecv&tion that tne gens2racion oOf noua-phrasaes
that stand alone seems to be different from tne generatlio.

of noun-phrases tnat standi Jitn predicates.

{7,1) nom =2 npsub prepp

PEKMINAL FORMS

Types No, of B Form Pimes rule used on torm
Derivations (1t dicferenc from %)

- P - 2 e WP S s W D s WD WD KD TP A e S G i D A P D B U e D ok S G OB M e £0% e T RS oW Am ST ool SR 2w e

261
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n praep art n

pron prep persp

pron prep pron

proa prep n

3dj n pres persp

n prep pn

n prep persp }
art n prep perJsp

n prep n

pn prep art n

pron prep pn

adj adj prep art n

adv adj aprep pronadj n
conj pron prep pro.

persp prap persp

on prep ph conj persp

1 qu pron prep proaadj n
Types = 17 Tokens = 45 ;

Tines used = 17 Times usad * rrejueacy = 45

-t wd kb A NNV WWWDEUO
- ah e o e b ah wd wd wh b b wd wh wh A

/
Semantics: [n psubl/ N (prepe]
/

/

| (1.3, x/gm =) npsub con) npsub

SERMLINAL FOKM:

Types No. of / “kOorm Tames rule used on LuLn
Derivation;f4/ (1t differaut rrom 1)

/

q&c r. conj art a
conj n ’

E conj art n
ron conj pros

n conj persp

pn conj pn

pn conj art n

adj n couj n

conj n conj n

n conj pn

n conj pron

neg art n conj art o

neg pro.. conj prow

persp conj pn

persp conj oersp

pn conj‘p

"'""““"‘""NNka\"‘O\

-
-h o o D h D D e o =D e =D D D

4
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pn conj persp

pn conj prouadj n

‘pronadj adj n conj art n

1 1 pronadj n conj pronad) n
Types = 20 Tokens = 3o

Times used = 290 Times used * kreguency = 38

- b b
-h b b

Semantics: ( Lupsub) ) U-?\ansub} )

(7,4) nom =2 nomi

Tvpes = 117 Tokens = 1343
Times used = 118 Times used * Fcr2juency = 1344

Semantics:’ [nom1]

{7,5) nom =2 gaup

I'FRMIWAL £ORMS

Types No. of Form Times rule used on .orm
Derivations (Is dicfereat L£rom 1)

-——— - - - - e e wun s

oo

adj adj adj

art

ney adj ad)

adj adj adj ad) adj

aij ad) adj adj adj adj adj ad)
adv adv ad) adj o

art adj adj

con) pronad) adv au)

int adv ad)

- e h B A2 NN WHLBUNITITO OO
Y T T Qe i S A
']

"~
(24
o
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| Wy

260




1 1 neg adv adj) //

1 1 pronadj ad]

Types = 19 Tokaus = 125

Times used = 23 Times used * Frejueucy = 123

Semantics: [qadp]

i

(18,1) nomi =2 npsub

Types = 117. Tokens '= 1343
Times used = 118 - Times used * rreguency = 1344

/

Semantics **-/[’n_p,wb};‘(/ -

(18,2) aomil =2 nomi ‘apsus

Trraes = €7 Toxenhs = 264
Téeas =ze: - ) ¢« fimes used ¥ rrauuc
Semantics: {som1) (1 (apsub]

\
10. RULES GENERAILWNG SENTENCES

Ths a-rules gJeierate complete sznteuces.
8 iin~ of interjections, conjunctious, pius th 7O
gaatenceg together intO One utterance, are ac omuh Srea”

the s-rules.

(4,1) a2 =2 nom

TERMINAL FORMS

264
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1

Types No. of Form Times rule used on iorm
Derivations (1z dirfereut irom 1)

553 1 n

92 1 art n l

90 1 nn

89 1. pron

66 1 adj

$5 +- adj n

43 1 pn

34 1 pronadj n

30 1 qu pron

29 1 qu n

18 1 neg n

17 1 persp

17 1 pn n

15 4 . int n

11 1 alj adj n

11 1 nnn

11 1 pron art n

10 1 int nn

10 1 pronad j o

8 1 " art adj n

8 1 art n n

8 1 conj art n

8 1 pn pn

7 1 adj adj ad}

7 1 conj n

7 1 nnnnn

7 1 n-pn

7 1 n prep art n g

6 1 adj adj

6 1 adj pron

6 1 .art n conj art .

6 1 conj pn

6 1 n conj n

6 1 neg adj

6 1 pron Ju proi

6 1 pron prep persp

6 ! 1 qu adj

5 1 adv adj

5 1 neg art n

S 1 pron prep pron

4 1 adj nn

4 1 conj nn

4 1 n conj art n

4 . 1 neg n n

4 1 pad ]

4 1 pron prep n

O ’ v
‘ 2Hh
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qu n a
adj n prep persp
adj pn

adv adj n

art adj

conj pron

con] persp
conj art ad) n
int pn

n int

nnnn

n persp

n prep pn i
n prep persp
neg pron
persp n

pron conj pron
Ju adj n

qu adj n n

qu pn

qu pron gu proa
qu pron qu pron Ju pron

"art

art n prep persp

74 conj persp
nnnnnnnnan
nnnnonnnnnnnnn

n prep n

neg ad) ad)

neg qu n

persp n persp

pn conj pn

pn conj art n

pn pn n

pn prep art n

pron qu n

proa prep pn

pronadj n pronadj u

qu n pron

Ju pron qu pron pron

adj adj n n

ad) adj pron,

adj adj ad) n

adj adaj adj ad, adj

ad) adj n prep art a

adj adj adj ad, adj adj ad) adj
adj n pn

adj n int

adj n adj n

adj n conj u
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f

adj
adv
adv
adv
aff
art
art
art
art
art
art
art
conj
con}
con
con j
conj
conj
conj
int
int
int
int
int
int
int
int

o - Bi< ko B - M= e B= Y= B Y = B~ = B =

neg
neq
neg
neg
neg
neg
padj

persp n n
pers

pron
pronadj n n
qu n

Ju pron

260

pron adj pron
adv adj n 2
adv adj adj 5
adj n prep pronadj n
f
ad adj
adj n n
adj prou
adj adj n
ad) adj pron
adj adj adj n
nnnn
qu n
art n n
n conj n |
pronadj n |
art adj ad) u
pron prep proa |
pronadj adv adj
adv adj |
n pn |
n adj n }
nnnn
pron
pacsp
pronadj n
pron qu prosq

adj n
conj pn
conj pron

adj n

adv adj

art n conj art n
n pn

pn

pron conj pron

n

p conj pn
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1
Types = 173

persp adj pron
persp con) persp

persp prep persp
persp art adj adj n

pn
pn
pn
pn
pn
pn
pn

art n

conj n

conj persp

conj pronadj n
npnnpna

pn pn pn

preg pn conj persp

pron persp

pron art pron

pron art adj n
pron art adj adj n
pronadj adj
pronadj pron
pronadj n n n
pronadj adj n
pronadj adj n conj art n
pronadj n coiaj pronadj n

qu
qu
Jqu
qu
Ju
qu

Timas used = 178

Semantics:

adj adj n
ngun- . .guhijunguhn
pron prep pronadj n

pron gu pron pron Ju prosa
pron gu pron qu pProu €o:ij
pron gu pros qu pron yu n
Tokans = 1551
Times usea * Freguency = 1550

{nam]

Out of 9,085 utterances in ExrICA, raecall chat 7,0«6

were recognized by GE1. Czi these,

1,51 are noun-phrases

that stand alone, as generactad by tne rule (4,1). secause

of the interest in this cliass, I nave included aoove all

the forms.

{4,2) a =2 inter

Types = 1 Tokans = 7

Times used = 1

268

fimes usad * frequency = 7
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Semantics: IMMED N {intaer]
The utteraices using (4,2) are:
4 whac?
2 what.
(Remark: Presumably the utteraace ‘what.’ s8shoula oe a

question.)
1 wno?

The ‘inter’ words are the interrogative proaouns.
The denotation of aa ‘inter’ is tae set or cthiugs in D

that could satisfy the word. #or example, [~hat] 1s «cne

set of 1nan1méte objects, and (who] is tne set of aaimate
( perhaps sentieant) oojects. TIne samaatics ftor ths 1w,

says to intersect [inter] witn IMMEv. I think tn.s 1=

r easonable approximation.

{4,3) 2 =2 subj yol

ot

v .

Iypes = 380  Tokens = 1538
Times used = 424 Times used * rreguency = 1o/d

Samantics:
Ir ( {subi) ) & ( (vbi] )
THEN TRUE ELSE :rALSE
¢ Y

(4,4) a 2 inter vol

ERIC 269
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TERMIJAL FORMS

Types No. of £orm Times rule usad on form
Jerivatioans (I different from 1)

] 1 inter aux v prap

3 1 inter v

1 1 iater v persp

lypes = 3 Tokens = 9
Times used = 3 Times used * Frejueacy = 3

Semantics: {inter] N [vol] N IMMED

For example,

50 [inter aux v prep] =
{inter] n [aux] N

[coMBINE([v],PREP)] N [IMMED]

represants

(f{om: 3 incterfaux,inter#link v,mod prep)
3 wha&'s going on? ‘
(From: 2 interfaux,1nter#link v prep,adv)
2 what’s hagpening outside?

(Remark: Here, lexical disambiguation by GE1 aas <Cuosen
that ‘outside’ 18 a preposition; it is more cocrectly an

adverno.)

rule (4,4) seems reasouably successful.

(4,5) a =2 sunj linkp prgpp

270
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TERMINAL FOKMS

Types No. of "~ rorm Times rule usad ou foram
Derivatioas (Iz dirfereinc from 1)

persp link prep art a

pron link prep pn

pron link prep persp

persp link neg prep persp
persp liuxk prep proaadj a

art n link prep persp

conj persp link prep art n
int persp link prep persp

n link prep persp

persp link prep n

persp link prep pron

persp link prep art pron
persp link prep arc adj n

on link prep art n

pron liak prep art n

pron link prep pronadj n
Types = 16 Tokens = 27 .
Times used = 1o I'imes used * Frejua=2ncy = 27

- ed h h b = a2y a
P QO G QU QI QT QU QU QT Qi QI G Y

i

Semantics: .

Ir ( [subj] ) & (AUXeCos( Lliinkp] , Lwrrepp] ) )
THEN [RUS ELSE FALSE

An interesting case involvin, the nejactin, parcicle

‘neg’ is:

20 [persp link neg prop persp] =
if [persp] ¢
(AUxXFCN( [link neg] ,
{ a}] (g<a,o e [prep])
(b e[persp}) } )
then TRUE else FALSE

represanting




2€5

(froms 2 perspfaux,parsp#liak nay prep persp)
2 it’s not for me.

Inis i3 not implausible.

4,6) a =2 inter linkp

Types = 1 Tokens = 3
Times usad = 1 Times used * Freguaancy = 3

Semantics: [Ltater] N AUXrCu( [lankp) , IMAED )

(4,7) a =2 mod supj

Types No. of Form fimes rule used Oon Lorm
Derivations (I1f diLfferenc £rom 1)
5 2 mod persp
2 2 mod pron
1 2 mod pronadj n
v 1 PA neg mod persp
Iypes = 4 Tokens = I
Times used = 4 Times used * Frejueicy = 3
Semantics:

IF ( [subj] ) < ( [mod] )
TYEN TRUE ELSE rALSE

1y

{4,8) a =2 prepp

TERMINAL FORMSG

T'ypes No. of rForm Times rule us2u 2a0 Zorm
Derivations (It dirrereat from 1)

D o D - oy - D A S Gp W S G S GP R WS D WD WD WD G e G M P e GG R G = e =D -
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prep art n

prep n '
pcep pronadj n o
prep persp \
prep pn '
prep pron ~
prep padj u

aff prep n prep persyp

int prep perspy

int prep art u

neJg prep qu n

ney prep persp

neg prep padj) n

neg prep pronadj n

prep aaj
prep arct
pren pn

WO

- i D o D b b mh =d =Y WNPO = - W
ﬂ-‘ﬂﬂﬂﬂﬂﬂﬂﬂ‘ﬂﬂﬂﬂﬂﬂﬂ

Types = 16 Tokens =/92

- Times used = 18 TimaB usaed * Frejueacy = 92 :

Samantics: {prepp]

|
i

(4,9) a => linxp suwrj Jaqy

TERMINAL FORMo

Types wo. of Foca Limes rule useu wn furam
Derivations (1. diiferea. fsiom 1)

4 1 link persp adj

1 1 link proa ju

1 A | link pron adj

1 1 link neg persp adj

Types = 4 Tokens = '

Times used = 4 fimes used * rragueancy = 7

Samantics?

It ( [subj] ) & ( AUazCN( Liiakp] , wgaapy
then TRUE else FALSE

Consider, for example,

()r ¢

Vo {Q ‘
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~

49[119k persp adj] =
T if {persp] < '
. (AJxsCN( [41ink] , [4adp] ))

then [RUE else FALSF

representing . l

(From: 4 link,aux persp ad;)

2 are they blue? |
, are they good? // *
/ i3 1t wam? -

A4

- 4

’ !
.

!
Notice that all these utterances are qd?stions.

~

Since, by convention, the meaning Of a juescion; i3 1cs

answer, the semaatics Tks corgectly. f}

One cn qﬁplain,the appirencly pugzllng ciart  taac
the meaniag of a gquestion ts its aas e:.oy allowing that
Erica wili understaad tne stiucture Of her data base (the

‘model ¥ ) without necessarily knowl. ail the uetails or
that data oase.

Or course, .Juestions are ditferent from declarative

‘statements in that they requirz a differeul response .com

the other party(ias), but this is no problem.

/

(4,10) a => linkp subj ap

TERMINAL £ORMS

274
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~
Types' NO. of Form fimes rule used on torm
Deérivations (1£ dicterent rrom 1)

5 1 link pror art n

2 1 link persp n

2 1 link prou persp

2 1 link persp art n

2 1 lir'¢ pron pronad, n

Types = 5 Tok . ¢ 13

Times used = 5 Times used * Frejuercy = 13
Semantics:

Ir ( [subj] ) = \( AUXFCN( (linkp} , (w0l ) )
THEN TRUE ELSE FALSE

The intended interpretation is tnat “sub; 18 the
subject, and that ‘np’ is a predicate nominative. woulce
that no utterance uses ‘link neg’, wnich is S a possioility

in grammar GE1.
56[1liuk pron art n] =

if {pron] & AUXFCul[liak],QuanIiF([azc],a]))
thea TrhUE else FAL>:

represents

(From: 5 link,aux qu,pron art i)
1 is this a mom?

1 is that a rat?

1 is that a man? ‘

1 i3 this a dadday? |

1 is that a pumpkin? \

This 1is a 'plausible interprecation ior t.i28e

utterances, which are all questioas.
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\ 4,11) a => sub) linkp . ;

Types = 76 Tokens = 342
Times used = 70 Times used * rsrequancy = 342

‘Semantics:
ir ( [subj] ) <
( AUXFCN( {liakp] , (up] ) )
THEN TRUE ELSF rALSE
Here, ‘subj’ is Lgain the intendeu subject, and

‘np’ the predicate nominative.

Consider

--39{persp link neg art n} = ! \\\

N 1f [persp] ¢«
! AUXECN( [1ink ueg], QUANTIF( arc],(n)))

tnen InUE.else rALSE

whicn represents

(From: 2 persp link,aux ﬁeg art n)

1 he 1is no£ a puppet. \

1 i am not a bear. \

(From: 1 perspfaux,perspflin< neg art n)
1 i‘m not a girl. |

o

(4,12) a => subj liakp gady

Types = 39  Tokens = 13«
Times used = 41 Times used * Freguency = 13>

276
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S anantics: .
IF ( [subj) ) ¢ ( auxFcen( (linkp) , {gadp) ) )
THEN TRUE ELSE rALSE

The ‘qadp’ is a predicate adjsctive phrase in rule

(4,12). \

3

(4,13) a =2 auxilp subj vp

Types = 64 Tokens = 181
Times used = 72 Times used * Frequency = 192

-

Semantics: _
If ( [subj] ) € ( AUXFCuH( (auxalp] , vpl] ) )
THEN PRUE ELSE FAILSE -

\\(
{4,14) a =2 subj np vol

Types a 43 Tckens = 55
Times used = 45 Tifes usad * Fregueuncy = 57

Semantics:
IF ( {subj].) € _
{a] (¥<a,p> € (vbl] ) ( o € (np] ) g
THEN TRUE ELSE ALSE

(4,15) a => subj linkp o np

|
. TERMINAL rORMS 1
Types No. of Form Times rule use& on rorm
Daerivations (I1£ different from 1)
19 1 pron link art n n

"6 1 pron link n n
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oersp link n n

pron link art pn n

pron link art n pron

pron link pronadj n n

pronadj n link n n

conj pron link art u n \
conj proa link art pn n :
conj persp link art ad) n n .
neg pron linxk pn n

neg persp link art pn na

persp link n qu n

persp link neg n n

persp link art nn ]

cersp link adv adv adj pron o p)
pron link pn 0,

pron link prog art n

pron link persp n con)

pron link pn pn conj pn

pron link proa gqu aij a

pron link art adj proa art a
Types a 22 Tokang = 52

Timas used = 23 Times used * Frequeucy = 54

- i R A L ed ah ed ed D - =N N W W

-l s s D B R wh D d ed ed s D D wd D d D A

i

Semantics: /
Ir ( [{supj] ) &

(AUX&C&( {lioxp) o { [wp) N Luw) ) )
THEN TRUE ELSE tALSE
Thé tutended semantics is baseGEOu Lile  Assumpwadn
that bﬁgpiwo noun-phrases are in apgosition. <Coasiaer tae

utterances represented by

19 pron lin< art n n

some of which are \ //
(From: 18 pron#aux,pron#link arsi a n)

x| there’s a kitty cat. \

2 there’s a tape recorder.

that’s a tea pot,
that’s a music cat,

" Notice that the apposition focerpretacio, 13 s
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contradicted, although some combinacions snould be lisced
as single words (such as ‘kitty#cat’, ‘ tape#reccrder’.)
Moreover, ‘there’s’ and ‘that’s’ ana similar demonstrative
phrases should be given a Dbetter classification than

* pronf#aux, pron#link’. .

(4,16) a => auxilp supdi ap
N
TZ«xMINALS

aff mod persp n
mod art n n

-~ - -2xd nag n-.pron ‘
mod neg persp n '
mod persp n ‘

-‘-‘&-‘d'
- wld wh b b

Types = 5 Tokens = 5
Times used = 5 Times used * Frequeacy = 5

Semanticas — __ _—— »
Ir ( [subj)] ) < { a | ( ¥3<a,0> ¢

auxren( [auxilp] , IMMED )) ( b e wap) )}
then TRUE else FALSZE
Tne intention is that thesa utterances aré‘ missing
their main verbs., Consider
1 mod art n n
which represants

maybe the milk man,

.
t

~1I
- -
4
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Here it is plausible that th2 main verb is missing buc
assumed as a part of the ‘context’. It is Juite poaéibla
that this semantics should have several contextuul
parameters, representing, say, oo jects, properties,
actions, under immediate consideratiuu. I have used only
the set IMMED to indicate the presence of a contextual
parameter. The 4{idea of extending tnis to saveral
contextual parameters is \'\straightforward. The
! \

implementation may be rather involvad and is beyond Che
\
\ 1

i

scope of this work. |

(4,19) a =2 auxilp sub)

Types = 12 Tcokens = 38
I'imes used = 14 Fimes used * Frequeacy = 40

Semantics: i
IF ( (subj] ) <€ ( AUXFCn{ jauxilp] , iMMZs ) )
YHEN TRUE BLSE rALSE -

W:z_z_vrb‘ |

TERMINAL FOKMS \

Types No. of rorm Times rule useu On rorm
Derivations (It differeat from 1)

229 1 v

3 1 int v

3 1 neqg Vv

2 1 v int

2 1 V negq

1 1 v aff




Types = 6 fokens = 240
Time's used = 6 iimes used * rrejuency = 240

Semantics: i1f IMMED & [verw)]
then TRUE else FALSE

In these utterances the verp stands alone. For
223 v
the utterances are a simple vero. Examplas:
70 lookit.
(Remark: Probably an 1mpera;ive.)
70 know.
(Remark: Short for ‘i don‘t know', accordiny to the
contexts. )
21 see.

'ne fuaction for (4,20) works in many cases;

‘lookit’ and ‘~now’ are notable fallures.

Moreover, two uttarances contalu a aegyatling
particle:
3 neg v
2 vV neg

For these utterances, it seems reasoanabls tndt th: negataiug

particle affects the verb. Thi» semantics views taese a3

being paired-denotation utterancas, viz.:
[neg v] = <(FALSE, {v] >
and hence the denotations given to th2se uJttardacus i1~

incorrect.

281




(4,21) a => intadv auxily sup) vp

TERMINAL FORMS

Iypes No, of Form Fimes rule used on rora
Derivations (I£ different irom 1) |
2 1 intadv mod persp v
1 1 intadv aux qu n v
1 1 intadv aux persp v \
1 1 intadv aux art n v \
1 1 intadv aux pronad) n v
1 1 intadv mod neg persp v n
Types = 6 Tokeng = 7
Times ur2d a 6 Times used * rrequency = 7
/
/
Semantids: MEASURE (<auxilp#VP,INTADV)>, ( [SUBJj N

AUXrCN( [auxiln] , (vp] )), tintaav] )

The functions given for the {nterro.,ative \anveros
are not well thounnt out. The utterances are jueshjions,

iaguiring into such matters as ‘r-nere’, ‘wnea’', or ‘nuw

action took place. - 5 \

Congider

28 (intadv mod persp v] =
MEASURE({Aauxilp#Vry,INTAOV,, | porsp; n

AUXeCN( [mod] , [v]) ) , {iatadv]})

representing

(rrom: 2 intaivémod persp v,mod)

2 whe{ﬁ’d it go?

('amark; ‘wnere’d’ is here an ‘intadvsan.

282




I'he rule says:
1) Compute AUXFCA( (did], [y0]) . Inis
the set of all things tna:z "did go“.

Iantersect this with {it].

'

2)

yiVes us

3) Now, compute the adverbial funccion MEASURE on

the arguments.,

I leave the structure of adverbs 1in gyeneral aad

interrogative adverds in particuliar as an unsolvea problem.

(4,22) 2 -2 intadv auxilp subf

TERMINAL FORMS

Types No, of Form Timea rule us2d on
Derivations (I1f dirfferent trom

Wy o s uma D En WD e A el ne e Al iy S - - —— - P T

incadv aux art n

intadv aux proaad; i

intadv aux n

intadv aux proa

intadv aux prouad) adj u
intadv aux gqu n

intaiv aux persp

intadv aux art pron

intadv aux ju aljn

iatadv aux art adj n

2 intadv aux art n prep art a 2
Types = 11 Tokens = 21

Times used = 12 Times usad * rreyuency = 24

-k o od AN D W
B N N N )

AUXrCuw( lauxilp] , IMMEO ), (intadv])

A few eximples:

I s ils
i)

on -

o

" Semanticss MEASURE( <auxilo# IMMED,INfAOV), |5
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(From: 4 intadv#aux, intadv#link arc n)

where’s a arrow? -
where’'g an arrow?

where’s the lady?

whaere’s the buttons?

— o e

(From: 4 intadvfaux, intaave#link proadaj a)
1 where’s my toys?

1 whare’s my door?

1 where’s his sack?

1 where’s my pillow?

4,23) a =2 aatad

TERMINAL FORMS

tvoes No. of Form Timas rule used Oon furm
Derivations (I diiferonc from |

3 1 intadv

Types = 1 Tokens = 3

Times used = 1 Times used * Frequency = 3

Semantics: MEASJRE ({IMMED,INLADV), IMMED, [1ntadvy)

The utteraaces using (4,23) arce:

1 howe, .
1 where?
1 ‘why?
{4,44) a =2 vz2ro 800)
Types = 31 fokens = 251

Times used = 40 I'imes usad ¥ crejuency = (ob

Q | ' 2{{4




Sendantics: -
Ir ( tsuby} ) & ( (varb] )}
THEN [RUE ELSE FALSE

(4,25) a => advp supj auxilp

TERML AL FOKMS:

1 adv art n aux

1 adv n aux

1 conj adv persp aux
Types = © Tokeag = 58

Timaes used = 6 Times usei * rrequency = 58

Tvpas No. ot Form Times rule used o form
Derivations (I& ditfareac from 1)
27 1 adv persp aux
4 1 adv persp mod
4 1 int adv persp aux
1 ~
1

-

~

Samartrire: ;
Ir ( {subij] ) <

MEASURE( <auxilp,ADVP) ,
AUXeON( Tauxilp]l , Tva7e ), [aav.] )

THEN TRUE ELSE rALSE

Some uttaraaces usiag (4,79) 11,0
27 adv pArsp aux
(From: adv sers» link,aux)

10 there it is.
there he ‘s,
there tney are.
here he .is,
hare it 1is3.
here we are,
here they .are.
thara 1e ara.

- o =N~

28
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These utterances represent a failure oL Jlexical
disambiguaticn. Here, the adverbs (all locacives) .aodify

the linking varws, but the grammar disamviyua.es co the

auxiliary.
24 adv persp mod
(From: 24 adv persp v,mod)
7 here wa Jo.
S there you go.
4 here 1 go.
4 there we Jo.
1 here you go.
1 there 1 go,
1 there it go.
! 1 tnere they JO.

e

Here the verb is an action vero, out the advero

~

doesn’t modify at all. Tne words ‘here’ and 'ther:’ act as

inter jectioas in the utterances.

4 int adv persp aux
(From: 4 iat adv persp link,aux)
4 oh, there it 1is,

1

Again, the verb is not an auxiliary, 8o lexicai

’ disar*iguation has failed.

(4,28) a = subj auxilp

T'ypes = 17 Tokansg = B2

Times usad = 17 Times used * Freguency = v.
/

- /

/ T
. |
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Semantics: ' .

IF ( {subj] ) ¢ AJAFCN( fauxil,] I AdED '

THEN TRUE ELSE FALSE
\ (4,29) a =2 advp
TERMINAL FORMS
Types  No. OL Form Times rule used Ou Lola
Derivations (It different from 1)

67 1 adv
13 1 adv adv
3 1 ney adv
2 1 int adv
1 1 adv adv aiv
1 1 coh) adv .
I‘ypes = 6 TOK el = 87 J
l'imes used = © Times usel * Frejuency = 8/
Semant o -

STRIRTANEESIN ft iio N ¥ < L

I
wfkro*a 54 adv)
29 anca.
18 there. -
2 ZOMOL £OW . \
2 -+ e here. \
* carezully \
1 down.,
1 ust,
1 ther2...
(From: 9 prep,adv adv)
- ‘ o o )

3 in here. g
2 in hera. \
2 under there. '
1 in there. \ ' ‘
1 out yonder. '

. . i
‘Ramark: Thrge adverhial nn-a. -
|
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i
as such in the dictionary, since they s@em sucficCientcly
unanalyzable. Alternatively, ‘'here’, ‘thare’, and ‘yonder’
- could be thought of as nouns denoting places, as oojects Ok

N
the prepositions involved.,)

{4,30) a -2 inter suoj

TERMINAL FORMS
Types No. of //Fozm Iimes rule used on form
Derivations / ) (I£ airfarent Irom 1)

prs

Ve
fnter pron
/‘/1n ter n
inter qu n
inter persp
o inter pronad) n
2 inter pron prep arc n P4
Types = 6/ Tokens = 37 ! e
Times us7ﬂ a7 Times used * icequency = 3B
; ,

-l—b-.-.-.u
- st b b b

Semantics: {anter] N [subj] N IMweD

/
Some examples: ~

(Froms 32 inter qu,pron)

7 ' what that?
' what this?, S
who that?
who this? .
what those?

N W~ -

(4,31) a -2 inter linxkp suoj }

TERM1INAL FOnMS

288
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Types No. 0L rorm fime3d ruie used Ji
Derivations {Ii dafrerest frow

inter 1inx pron

inter link persp

inter link gu n

conj inter link pron

inter liux pronadj n

inter link qu pron

int inter link pron

iater link art n

inter link Qu adj \\\\

1 2 inter link pron prep pronad) o 2
T'ypes = 10 Tokens = 228

Times used = {1 Times used * rfrequency = 223

b
P QY

-t ol Wb o b D -

Semantics; {inter] N (subj}] N

AULECN( [linkp] , [IMMED];

nxamplzszy ’

From; 157 interfaux, Anlerrlian 5 .,
103 wnaxe 8 thacy

36 what’ s this?

8 what’s those?

5 who's that?

3 who's this?

1 what’s ... chig?

1

who' s tnose?
/

(4,32) a =2 intex np vul

TERMINAL FORMS

Types No. of Form Jimes rule ws:
Derivations (I: difeerent o

inter persp v

iuter persp v prep

ifiater pron v

iater persp amcd

iatel oafsdy ¢ g3 L

EL N N e
ot ok

bt
Q
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I'ypes = 5 fokens = 10
Times used = 5 Times useld * ptre.gueacy = 10

Semantics: ~ [inter] 'N
{a}! (3<a,b> ¢ [vbl] )( o ¢ tael ) 1 N LAAED

~

Soma utterances using (4,32):

(From: 2 inter persp v,aux)
1 what i have.
1 what she have.

(Remark: These do appear to voe fraymentary, but instead oOF
being main clauses simply missing a maiu verd, they seem to

be subordinaze clauses.)

4,33) a =2 advpy subj vbl

Iypes = 7 Tokens = 2o .
Times used = 7 Iimes used * Frequeucy = «o.
Semantics:

IF ( [subj] ) = ) )
MEASUKE( <VBL,ADVP, , (vol] , (aavp] )
THEw TRUE ELSE FALSE

Example:

(From: 15 adv persp v)
there he goes. ’
here i come.

here he goes.

there 1t goes.

here she goes.
there it fits.

there he stands.
wherever she goes,

- -, - NNy

20
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{4,35) a =2 yol sub] prep

ISnMINAL ECrMS

Types No. of rorm fimes rule used on Iorm
Derivations (I different Zguia 1)

.—...-«-.—---_o-.—--....---..-—-——---—————-———-—-——.—u-—..n—~--—-..-..‘ -

persp prep

pron prep

art n prep

pronadj n prep

int v persp prep

mod neg v pronadj n prep |
neg V persp prep i
v n prep |

<< <<

Vv persp n prep
v pn prep

v prep pronadj n preo
1 v qu n pren

Types = 12 Toka2ns = 53

Times used = 12 ' Pimes used * rreguancy = 53 ‘

OO O G RS-NES I )

J-.-.-.-.-.-.“—.d-.

semantics: ) .
t7 ' [subi] ) = (COMBINE( Lvelj ,Pe7P))

{HEN [PRUEL FoLSE FALSE

|
|

Exanples:
(From: 20 v persp prep,adv)

turn it up.
eat me up.
pick 1t up.
pick them up.
eat 1t up.
sat them up.
put it away.
take 1t up.
take it out.
take him dut,.

- ok PN DN

(4,37) 2 =2
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Types = 21 fokens = 38
I'imes used = 24 Timas used * Frejueucy = 41

Semantics:
IF { [subj}] ) ¢
{'a I (3<a,b> ¢ ({verb) ) ( b e {up] ) i

THEN TRUE ELSE FALSE

The intended interpretation is that the ‘sup)’ is a

subject, and the ‘np is cthe direct object. ‘>ome mixed

results follow.

(From: 9 v persp n)

2 did you, hommy.

2 thank you, mommy?

1 oring me curl.,

1 drink it, Jdoggle.

1 look tt now.

1 maxke me fishy.

1 make me bubbles,

( From: 4 v art n n)

1 draw...a xitty cat.

1 see a tape recorder.

1 3ee the bunny rabbits.
1 tell the tape recorder.

Several of tnesa are imperatives, with the 'subj’
an 1indiract ooject; several others show nouns of direct
address, The results of usiag tnis rule agppear .o

mixed.

(4,38) a -> intadv subj vuJ

',)() )

[N
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TERMINAL FORMS
Types No. of rorm limes rule used on fOrm
Derivations (1 differeat fcom 1)
13 1 intadv persp Vv
1 1 intadv art n v
1 1 intadv persp v persp
1 1 intadv persp v art ad; n
Types = 1 Tokens = 16

Times used = 4 ifimas used *

Semantics:

Frequencr = 16

MEASURE ({VBL ,I&TADV), (8upnj] N Lvbl],

{intadv] )

Some examples:

(From: 13 intadv persp v,mod)
6 where it qo?

4 Wwhere tney go?

1 where 1 go?

1 where you go?

1 where he going?

4,39) a

pY

-) auxilp

i<

TERMiNAL FORMS

23 1 mod neg Vv

8 1 mod v

1 1 mod ney v int
Types = 3 Tokens = 32

Times used = 3

Samantics:
IF ( IMMED ) ®&

AUXFCx(

Times used * Frequeancy = 34

(auxtlz! o, o

THEN TRUE ELSE FALSE

293

L
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3

The intended interpretation is that the

is missing its sub)ect. Some exanples:

Lrroms 22 véneq,moisfnag v)
22 don’t know,

{From: 3 mod v)

Z wanna se=,

1 wanna sea?

4,40) a -2 advo liukp sSuaj

Types = 12 Tokens = 34
Timeg naed - 4y l'imas uzed * Freguercy = 24

Samantica:
e, i3a~iy ) o€

MEASU~E({(IMMED,ADVP),

AUXrCu( (linkp],IMMEL), [advp) )

THEN I «JE ELSE FALSE

(4,41) a =2 liokp gadp

ypes = 3 Tokens = 12
imes el = 3 Timas uged * Frequeucy = 17

Semanti~"s:

I | TMMED ) & AJXFCU( pdrrsp)
THEM TRUE FLSE FALSE

291

utterance




(4,42) a =2 inter liaxp advp

TERMLIwAL FORMS

No, of Form Times rule used on iorm
Derivations (1f dirfarent from 1)

—— T > D WD . = D T = D -

9 1 inter link adv adv

S 1 inter liank adv

Types = 2 Tokens = 14

Timas used = 2 Times used * rrejuency = 14

Semantics: [(inter] N
MEASIRE(<1linkp,ADVP),

AUXFCN([linkp] , IMMEL) , (advp) )

Some utteraances usiag (4,42):

9 inter#aux, inter#iian prep,adv auv)

what’s in there?
what’s under there?
what’s in hers?
what’s out tnere?

(Remark: Dictionary problems.)

(From: 4 intar#aux,incer#link aav)

3 who’s hera?
1 what’s there?

(4,43) a => subj vp auxiip

Types = 4 rokens = 10
Times ugsed = 5 Times used * Freguency = *°

[
2985
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Semantics:
Ir ( {subj] ) & AJXFCH( {auxily] , 'voj °
THES TRUE ELSE FALSE

(4,44) a =2 inter auxilp np veru

! TERMINAL FOnMS

Types No. of Form Times rule us<d on form
Derivations (If diiferent Lrom 1)

12 1 inter aux persp v

10 1 inter aux pron v

4 1 conj inter aux persp Vv

Z 1 inter mod persp v

1 1 conj inter aux pron v

1 1 . inter aux gu n v

Types = 6 Tokens = 30

Times used = 6 Times used * kreguency = 3u

Semantics: Linter]

{aj (2<a, ¢
AUXFCN( {auxalp] ,  (varo}l )

( b € {np] ) } N IMMED

{4,45) a =2 sup] linxp

Iypes = 11 {foKans = 32 .
Times used = 11 Tines used * rrajueacy = 32

Semantics: )
I ( (=u0j}] ) < A
THEN TRUE ELSE rALSE

Some examples:
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(From: 7 persp link#aux)
4 i am.
1 it 1is.
1 we are.

Here tha necessity oOf the contextual paramgter
IMMED 1is clear; ‘i am’ is (probably) not a declaration of
existence, but rather assarts that ‘i’ nas some property or
another. Again, I feel that having several coanteatual

parameters available will make a needed distinccion here,

11. PREPOSITIONAL PasALE GENERATION

{12,1) preap -2 prep np

Types = 236 Tokens = 479 (
Times used = 313 Times used * Freguency = 60%

-

Semantics: { a ) (3<a,b> e Lereplit © e wpl ) !

12, SJBJECTS OF SENTENCES.

The suuj rules ganerate subjects. XNO new 3awautlic

content is contained in these rules.

£6,1) 810 =2 Ny

Types = 823 Tokens = 3342
Timas used = 883 Times usad * rreguency = 344.

Samantics; (np]




(6,2) subj =2 np prepp

TERMINAL FORMS

Types No, of Form Jimes rule used on form
Darivations (It different trom 1)

——— S D = T o D ey WD s e e S > D - - - - - v - - e

Vv persp prep art n

V persp prepr n

V pron prep persp

aux n prep art n

aux pron prep art n

conj art n prep persp v ari n
conj mod qu h prep N V neyg p2rsp
intadv aux art n prep art n
inter pron prep art n

intar link pron rep pronadij u
pronadj n conj pronadj n prap persp v
v art n prep pron

v n prap n

V n prep persp

VvV persp prep persp

V persp prep n prep art u 2
v pron prep art n n

v prornadj n prep pronadj a

v gu n prep art n

Types = 13 -Tokens = 24

Times used = 20 Times used * rregyueacy = 25

- D eh h D d D opd a2 A NN A
NNOVNWNNOON=S2NVNNNDNNNDNNNODNDNNND

Semantics: {np] N {prepp]
Notice that all but one of the <forms usluy (o,<]
are grammatically ambiguous. [ais is because tnes rule 1s

not really necessary, except £or tne Iorm

)
1

1 pronadj n conj pronadj n prep persp Vv

where no alternativa derivation exists. Semnanticaliy,
there i8 no problem since the ambiyuity doas noc atrzct the
saenantics. See Section 2 for a discussion Of ambigulit, .

Some examplas of utterances usiny (o,/):
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(From: 4 v persp prep ar. n)
2 ' put it ou the microghone.

) A thank you for a daddy.
1 thank you for a dinner.

The intended interpretation or tne 8emantics ror
(6,2) 1is that the prepositional pnrase modiries the noun
phrase. Tnis is usually not the case, 8J tne rula a8
incorrecc.
\ | 13. UTTERANCE~GEWERALINC nULES

[ne symbol ‘s’ is tha s.art symbol of the yrammar

{8,1) s =2 a
Types = 836 Ifokens = 5037
Timas used = 914 fimes used * rregueucy = 5102
Semantics: [al

(8,2)_8_=>_ag:i_int

Types = 1 fokens = 541
Times used = 1 Times usaed * Freguency = >4l
Semantics: fRUE

The original utterances tor rule (ov,2) are:

532 ah huh.
g uh num.
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1 ummm eek.,

Clearly, these phrases should bpe reclassased in the
4ictionary. ,
Having a single rule in the yrammar to account for
Ve —

these costs nothing, but it doesn’t prove anything eitner,

Rule (8,2) simply says that these sentences are

grammatical, —
£{8,4) 8 =2 neg a o
TERMINAL FOrMS
Types No, of , FOorm Timea rule useud on form
Derivations (I« aitfereat fgom 1)

oy -

ac

neg n

neg persp aux neg

neg aij

neg pron link art n

neg art n

neg ®™OG persp v persp

neg n n

neg persp mod neg

neg adv

neg pron

neg v

neg adj ad)

neg pron link n

neg per3p iink n

neg persp link art n

neg pron link art adj n

ney persp mod neg Vv prep

neg qu n

neg adj n

neg adv adj

neg art n <onj art a

neg mod persp <
nej mod persp v prou
neg mod persp v prep persp n
neg n v

'—D-.—QNJ—D—.-Q-D—Q—Q—D-Q—Q—b-‘—b—b-‘—b-‘-‘-‘-‘—.
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1 neg n pn

1 neg n inod neg

1 ney n pn v prep pronad) n

1 neg pn

1 neg persp v n

1 ney prep qu n

1 neg pron link

1 neg prep persp -
1 neg prep padj n i
1 neg gersp v roa ’
1 neg persp vV persp

1 neg persp v art n

1 neg persp v adj n

1 ‘neg persp link pn

1 neg prep pronadj n

1 neg persp link adj

1 neg pron conj pron

1 neg pron link pn n

1 ° ney pronadj n aux v

1 neg persp aux neg v

1 neg persp nwd v persp

1 neg pron link pronadj

1 neg persp v persp pron

1 neg persp link neg adj

1 neg persp linxk art pn

1 neg pron link neg art pi«

1 neg persp link art adj n

1 neg persp mod negzv pIron

1 neg persp aux v prep persp

1 neg pron link pronadj aaj n

1 neg persp mod v prep pronadj n

2 neg peisp mod neg v pron pgep pron YA
1 neg vV n :

1 neg Vv pron

1 1 ney vV persp prep

Types = 60 sokens = 120

Times used = o2 Times used * rraquency = 122

¢

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

v

Semantics: { FALSE , {a] >
The seifantics for this rule 1is basei on the

a negatiny word

!

assumption that ths utterance 1s Iirs

" : " \
(expressing a "complate thoughc ), followea by a complete

sentence. The sentence often explains or elaborates upon

!
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the neéating'word. \
For example, :he form
° neg pron link art n
represents tne utterances /
2 no, that’s a butterfly.
no, that’s a boy.
no, that’s a bear.
no, that’s a clock.
no, that’s a ocean.
Such utterances must, I believe, oe given paired
denotations in brder/:og?e sensinle. L
)
- £8,9) 8 2 atf a
!
TERMINAL FORMS
Types No. of | Form Times rule used on iorm
Derivations \ (1& different from 1)
11 atff persp v
9 4 aff persp mod ‘
5 1 aff persp link
1 1 arf mod persp n
1 1 aff n
1 1 aff pron link f
1 1 aff persp link adj
1 1 aff persp link art n
1 1 aff persp mod v persp
1 1 aff prep n prep persp
Types = 10 Tokens = 32
Timas used = 10 Times used * rrejuency = 32
Semantics: ¢ TRUE, [a] >
Rule (8,5) and (8,8) which follows aaye paired
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. denotations for their semantics, Some utterances using

’ (8'5):

«~ (Froms 9 aff persp mod) .\
3 yes, you can,
1 ok, 1 will,
1 yes you will.
1 yes, i can.,
1 .yes, he can.
1 yes, it might.
1 yes, sne would,

(8.6) 5 => 2 atf

TERMINAL FORMS °

Types No. of Form Times rule used on rorm
Derivations (I« different from 1)
1 1 persp mod neqg v n aff
~ 1 -1 v aff
Types = 2 Tokens = 2
Times used = 2 Times used * rrequeicCy = £
Semantics: { TnUz, LA} 2

(8,7) 8 =2 neyg

TERMINAL rORMS

Types No., of Form Times rule used on Lorm
Derivations (I1f different from 1)

364 1 neg

Types = 1 fokens = 364

I'imes used = 1 Times used * Fregquency = 3Suas
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Semantics: FALSE

364

All 364 of the uses of rule (8,7) represent

NOe

{8.8) 8 =2 aff
Types = 1 Tokens = 358
Times used = 1 Times used * rrejuancy = 358
Semaanticss TRUE

92
66
53
41
40
13

Utterances i{anvolved:

uhuh.
oK.
uh.
yeah,
Yea.
YeP.
yeh.
umm,
ummm,
uhrmm.
unhmmmm, N

t
¢
i

The proliieration or these words is not

particularly useful for semantics research. It is likely

that thé editor meant to indicate diiferent pronuiaciatioas,

/ /

N
N i

(8,9) 8 => iht
s |

1 +

Types = 1 Tokens = 240 :

Times used = 1 Times used * Fregquency = 240 &)
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Semantics: 0]

The semantics for an interjection is nere

considered to be nothing--the empcy set. Soume examyles

follow:
92 oh.
44 umhum.

(remark: *umhum’ is probably an affirmative word.)

10 um.

(Remark: ‘um’ .is probably an affirmative also.)

9 hi.
(8,1C) 8 =2 conj
Types = 1 Tokens = 4
Tines used = 1 fimes used * rreguency = 4
Semantics: 0

These are probably fragments. ‘[ne utterances u3iny

(8,10) are:

2 and. ..
1 but...
1 evele.e

(8,11) 8 => aff af:

-

Types = 1 Tokens = 42
Times used = 1 Timas used * Freguency = 4.2

30H




Semantics: < TRUE, TRUE »

Tne purpose of this rule was to ca.ture wo
affirmations 1in ona utterance. The original uttacsances
are: 3

41 uh uh.
1 veah...yeah.

‘uh uh® 1s clearly just one word. ‘yeah...yeah® could

conceivably be two sepﬁrate statements, but the context

rules this out. Hence, this rule tries to capture a

distinction that simply isn’t present in ERICA.

/

(6,12) 8 =2 int iat

Types = 1 Tokens = 59
Times used = 1 Times used * :rejuency

Semantics:

Again, these utterances are tO have N0 Mednlly.

Some examples:

32 um hume.
(Remark: probably an affirmative word.)
10 oh, oh.

3 um um.,
2 oh, darnit.
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(8,12) 8 =2 negg neg

Types = 1 lokens = 5
Times used = 1 Times used * Frejuency = 5
Semantics: { FALSE, FALSE )

i

L
\
! «

The semantics for (8,1>) is . anocaer paired
\

denotation. The utterances involved are:

4 no, no. .
1 none, no. \
\\

These are mos:c likely repetitions for empnasis rather tnan

e Xxamples of paired denotations.

Rules (8,10) tnrough (8,1s) allow an 1ute.jec.. «
or conjunction to be added bafore/arter utterainces withou:
changing the meanin,. Motice that claese are aot recursive

rules—i,a,, only one suach word can oe added.

(8,16) s =2 conj a

3

Types = 88 Tokens = 116
Times used = 9N . Times used ¥* Frejueucy = 149

!
\
o

Semantics: (al]




Types = 2
Times used

Semantics:

Types = 4o
I'imes used

Semantics:

Types a 8
Times used

Semantics:

lfokens

= 2

(a]

301

= 2
Pimes used * rreguency= 2
(8,18) 8 =2 iat a

" Tokens = 81

= 47

(a)

Tokens

= 8

(a)

fimes used * Freyuency = B2

8,13) 8 =2 a ant

13
T'imes used * Frejuency = 13
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II. GRAMMAJICAL AND SEMANIICAL AMSIGUL LY

Chapter 4 contains an extensive discussion ot
lexical and grammatical amoiguity 4a cthe ErICh COLpus.
That discussion contains the beginning of a discussion of
the correctness of the disambiguation. nowever,
correctness of a syntactical conatruccion is a problem that
really relates to tha intended semaatics of the grammar.
Hence, 1 have delayed the consideration ©f tnat prooleit
until this time, .

I shall considar only tne grammatical AamLigulty
remaining in the EKICA ‘corpus after laxticAal disame:r g o
w4ith the probabiiistic mathod. There 13 reiatovel, Lot

sucn amoiguliy remainiag, &s Shown 1n 1ab.. 1

TASLE 1
GKAMMA £ICHL AMBIGUITY Iw EnICA

AFIER LEXICAL DISAMBIGUATION

NUMBER OF TREES TYPES TOLENS
PER UITERANCE

1 9890 0313

2 78 ) 1295

3 1 1

4 0 0

5 1 1

Hence, only 80 forms representing 127 utteraaces save 2ar
grammatical ambiguity (using tne probapilistic amodel &

lexical disambiguation, wnich removes some gramia £ic
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ambiguity).
I shall say that an utterance x« in sample & 18
) ntically ambiquous 4irf there are two denotations
41, d2 for k 4in some model % , such that
at # d2 .
. ! U
Clearly, a terminal form must be grammatically amwigyuous in
order to be samantically ambiguous (siuce each produccion
in the grammar concerned has only one associaced semantical
rule, and since the rules apply in a unijue way to a given
treaj. However, it is clearly possible to nave au
utterance that is gyrammatically ambijuous but oL
semantically ambiguous. An example in ERLICA cCoucerns rule
(6,2) subj => np prepp |
(see Section 1). All but one cf tha forms usinyg (o,2) Aare
grammatically ambiguous. Nevertheless, it is e=asy to show
that there is no semantical amoiguity generated. Tne rocm
4 v persp prep art n ‘ .
uses this rule; tne two crees iavolved are showis in rable:

2. Both trees have the Jdenotation:

if ({wersp] n
{ a}| (3<a,bre [prep])
(o eQUANIIF([art],(n])); )

& {[v] tnen PRUE else FALSE
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S
A
TREE for
'v persp prep VERB
art n'
without (6,2)
v
S

with (6,2)

/

NPSUB

PERSP

TABLE 2

SUBJ
NP
NPSUB PREPP
PERSP \
PREP * . 1\]'?
by
/ T
rule (6,2) QUART newr.,

ST

T Jo

PREPP

N

. NPSUB
NOUWP

.
|
i
i
i



Looking at tne original listiag of lexical rorms
(before 1lexical disamouiguacion) we find 103 types,
representing 137 tokens, that have samne Jrammacical
ambiguity. Inis yrammatical ambiguity is traccavle to four
oasic causas in the gyrammar. These causes or g:ammatlcél
ambiguity are discussed below, and summarized in fable 3.

1) Prepositional phrase: Does a prepositional
phrase modify the noun phrase preceding it (see rule
(13,1)) or 18 it an indirect object of the verv (saa rule
(3,6))? see Table 4 for the alternative semancic crees for
the form
7 persp v,aux qu,prou prep Ju,pron.

2) Rule (4,7): fne 4 forms using (4,7) are all
semant ically ambiguous. For example,
5 mod persp
has the semantic trees shown in rfable 5. the
(syntactically unnacessary) duplication Of derivations was
originally due to my feeling that some of tne utteraances
invoived might rejuire refersace tJ a contextual param.iusl
(IMMED), and others might not reguire such con.ext

checking. As I have examined <che maay Other proviens

preseant {h the corpus, this one seems' 1i1rrelevant. i

mention it only to show that the technijue for ,1ving
alternative semantics ~for a construction 15 .0 dciine

separate rules with separate functions.
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3) rule (6,2): As mentioned anove, mOst Of the
utterances using (6,2) are grammacically amoiyuous.
However, (6,2) does not create any semantic amoiguity.

4) Adverbial Phrasas: TIwo Oor more advervs toyetnel
cause a semantic ambiguity (see Rules (1,3) and (14,2)).
Table 6 hag the trees for °‘'pron qu,pron link,aux adv adv
adj’.

This ampiguity is easy enough O eliminate from GE1
once one décides which interpretation to accept. 1 have
allowed it to remain because it illuscrates two viable
alternative interpretations for adverpial pnrases.

5) Rule (4,7) and (6,2) together: fwOo utterauces
introduce grammatical ambigjuity by using woCa oL Lners
rules together. No other complex causes i grammatica:
ambijuity are to be found in ERICA.

TABLZ 3
CAUSES OF GRAMMATICAL AMBIGUIJY Ibh GrAMMAK Geod

4
' .

AMBIGUITY TYPES TOKE WS
PREPOSITIONAL PHRASES 02 89
RULE (4,7) 7 17
~JLE (6,2) 19 23
ADVERBIAL PHRASES 6 6
RULES (4,7), (0,2) 2 2

TYPES = 103 TOKENS = 137
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TABLE 4
TREES FOR °PERSP V,AUX QU,PRO~ PREP QU,rkON’
(Disambiguated as ‘perap v pron prep proa’.

The other alternative forms nave no derivatious.)
S

A
T~
SURJ VBL

‘ Prepositional phrase modifies

NP noun phrase.

NPSUB vé VP\NP

> \'f NPSUB PREPP

<

NOUNP
S NPSUB
L PRON
_— NOUNP
SUB'J/ VBL

1L1: | PRON
VP

l VEﬁ//;L Prepositional phrase
B PREPP modifies verb.
NPSUB
NP
PERSP v | PREP
e |
NPSUB
0 |
NG

. PRON l

Q 3 l ‘1 DN




TABLE 5

TREES FOR ‘MOD PERSP’
S

|
T~

|

NP

|

MOD

Without (4,7)

Wwith (4,7)
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TABLE 6
[REE> FOR ‘OU,PRON LINK,AUX ADV ADV ADJ’
(The only laxical alternative recoynized oy GEl 13

‘pron link adv adv adj’.)

s
SUBJ P
LINKP Q1
P ADJP
LINK ///"7>4~‘§\
A ADJP
NPSUB //// T~
ADVP ADJE
A
N ‘ |
l ADJ
PRON ADV
S
A—
SURS QADP
LINKP |
Np ADJP
!
L ////\\\\\TUP l
A
NPSUB ADVP
NOLLP ADV/ ADVP  ADJ
PR‘ON ADV
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III. PROBABILISTIC DISAMBIGUn IION

The major grammatical ampiguity occurrinyg in GE1 is
the disposition of the prepositional phrase: is it aan
indirect object, or does it modify a noun-phrase? The
probapilistic grammar Obtained by using the values from the
probabilistic model of lexical disambiguation (sea Cnapter
4) assigns a probability of .79 to the indirect object, and
.21 to the noun-phrass modifier rola.

Examination of the 839 utterances in tne liatiay
prior to lexical disambiguation yialds che}following:

1) Only 21 utteranées ara (strictly 1incterpreted’

iadirect objects., Some axamples are:

1 i loaa it to her.
1 he didn’t buy any loaf for aln.
1 i gonna share it with you.

GE1 predicts that we would Iind 71 utterances of <This
class,
2) A larger than expected 32 utterances »nave the

prepositional phrase modifying the noun. Some exar . le

are:

/
1 i want one of those.
1 snoopy doj don’t have some of that,

(Remark: Most oOf these uttarances n2v2 (72p77%
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phrases like ‘of these’, ‘Of tnat’, i.e., where the object
of the preposition is a ‘pron’. GE1 nad predicted that we
would find only 18 utterances of this kind.)

3) In addition, 36 utterances are aaverbial phrasas
modifying the verd in the utterances. Some examples are:
1 can you see them in the hole?
1 lemme have one in the score.
1 daddy put a fire on it.
L man fixed my toe on a bed.
1 * 1 co way in the air,
1 i can save them for my room.
GE1 does not consider these adverbial \uses of the
prepositional phrase.

/ .
In several of these utterances the prepositional

phrases seem to be ~ objagts of the vero. Notice

particulariy
1 daddy put a fire on it,
1 i cau save them for my room.

I think it is clear that tne stiucture of veros
needs tO be reconsiderad here. Verbs shquld oe Classed
according to the number of oujects expecteu Of them aad the
ruler written to accountc for differunt verp aymbols. [lais
should also simplify the structure of interrogative
adverbs. ror example, suppose that ithe structure of tihe

verb ‘go’ is

{subject, place>



i.e., the ‘place’ is where the subject is goiag to.
we would have
{(where are you going?] =

{b}] (2<a,p>¢c [are going])

(a eyou]) }

This concludes my discussion oi the 8Semantics oOf

ERICA.
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